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i 

Abstract 

The influence of temperature history on clustering and precipitation is studied. Al-0.4 wt.% 

Mg-1.0 wt.% Si alloy with a very low level of impurities and Al-0.4 wt.% Mg-1.0 wt.% Si with 

0.25 wt.% Fe and 0.08 wt.% Mn are the main alloys in order to understand the mechanism and 

kinetics of clustering and precipitation and the influence of intermetallics. Other alloys with 

additions of 0.01 wt.% Cr or 0.04 wt.% Cu are also used to elucidate the role of small additional 

elements on clustering and precipitation. 

The main findings of this work are: 

Two main processes occur during clustering at room temperature. During the first, small 

clusters form by diffusion of quenched-in vacancy and solute atoms. As the solute concentration 

in the matrix is reduced, vacancies are then trapped by the clusters. During the second process, 

coagulation of existing clusters occurs and big clusters form. 

Upon natural ageing, the number density of the precipitates formed during AA decreases 

while their size increases. The main reason causing a negative effect on subsequent artificial 

ageing is the formation of smaller clusters which lower the solute concentration in the matrix and 

capture vacancies. 

The presence of intermetallics stimulates recrystallisation and finer grains can be obtained 

after solutionising. However, the Fe-rich intermetallics do not completely dissolve during 

solutionising, and lower the Si concentration in the matrix, thus reducing the volume fraction of 

both clusters and precipitates. 

Cr addition has no direct influence on clustering and precipitation, but Cu hinders the first 

clustering process and therefore the negative strength response by natural ageing is reduced. Cu 

also influences the precipitation sequence because more kinds of precipitates are formed. 
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1. Introduction 

6xxx series Al-Mg-Si alloys are widely used as body panels for the substitution of steel in the 

automotive industry in order to reduce the weight of cars and their energy consumption. In 

practice, alloys are stored at room temperature (RT) or are naturally aged (NA) between annealing 

and paint baking (PB). In most cases, alloys after NA have slower hardening response and reach a 

lower strength after PB, which is called the negative strength response. This is due to clusters 

formed during NA. Understanding the mechanism of clustering and the reason causing the 

negative strength response is essential. The study of clustering is difficult, as the contrast from 

clusters is too low to be observed by conventional microscopy techniques. Also, recent 

investigations using various experimental techniques shows that the clustering process is fast and 

goes through different stages already within the first few hours of NA. On the other hand, 

additional alloying elements apart from Mg and Si are often present in commercial alloys, either 

as impurities or added intentionally such as grain and intermetallics refiners. Whether these 

additional alloying elements influence the clustering and the precipitation behaviour is still not 

fully understood.  

In this work, high purity ternary Al-Mg-Si alloys and alloys with different additional 

elements (Fe, Mn, Cu and Cr) are studied. The aim is (1) to understand the mechanism of 

clustering and its influence on further precipitation and (2) to investigate the effect of additional 

elements on the recrystallisation, intermetallics formation, clustering and precipitation. Different 

clustering stages during NA are observed by using a variety of experimental methods. Kinetic 

Monte Carlo simulation (KMC) based on with the vacancy diffusion model is performed to study 

the mechanism of the clustering process. After understanding the mechanism, the kinetic model is 

then applied to obtain kinetic parameters for different processes involved in clustering. Using 

such kinetic parameters the evolution of the volume fraction of clustering at different 

temperatures and time can be fully described. The kinetic model is further applied to the 

formation of precipitate in alloys with and without prior NA. A difference in the kinetic 

parameters is found. The evolution of the volume fraction simulated by using the parameters 

agrees with the experimental results. The negative effect caused by clustering during NA is 

explained.  
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2. Literature Survey 

2.1. Aluminium Alloys 

Aluminium is the third most common element on earth and possesses a face centred cubic 

(fcc) structure when it is in metal form [1]. Though Al is abundant it does not exist in the pure 

form but most of the time binds with other elements forming compounds. The separation method 

of Al with its compounds was first introduced in 1825 by the Danish scientist Oersted [2]. First 

aluminium chloride was treated with potassium amalgam, followed by the removal of mercury by 

distillation [2]. The first time producing Al on an industrial scale was in 1854 by reducing Al-

chloride with sodium by Henri Etienne Sainte-Claire Deville [2]. The high price of sodium makes 

the cost of Al production extremely high and Al hence at that time was a precious metal. In 1886, 

Hall and Heroult developed a new method for producing Al by electrolysis of molten alumina in 

the United States and in France. In 1889, Bayer paved a way to modern industrial production by 

extracting pure alumina from bauxite [2]. 

Table 2.1. Designation system for aluminium alloys [3]. 

Wrought alloys Casting alloys 

Designation Principal alloying elements Designation Principal alloying elements 

1xxx 99.000% Minimum Aluminium 1xx.x 99.000% minimum 
Aluminum 

2xxx Cu 2xx.x Cu 

3xxx Mn 3xx.x Si + Cu or Si + Mg 

4xxx Si 4xx.x Si 

5xxx Mg 5xx.x Mg 

6xxx Mg + Si 6xx.x not used 

7xxx Zn + Mg 7xx.x Mg + Zn 

8xxx Other elements 8xx.x Sn 

  9xx.x Other elements 
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Aluminium in its pure form is used in a variety of applications such as conductors or 

packaging materials because it is soft and light as well as having very good electrical conductivity 

(63 % of copper) [1]. The application of Al expands to other fields by addition of small amount of 

other elements, thus forming alloys. Differing in the processing routes, Al alloys are first sorted 

into casting and wrought alloys, and according to their alloying elements, into different series. 

The designation system for aluminium alloys is given in Table 2.1. By adding different elements, 

Al alloys can have different mechanical properties fulfilling the specific requirements. For 

example, 2xxx and 7xxx alloys are now widely used as trains and aircraft bodies due to their high 

strength. 

2.2.  6xxx Series Alloys used in Automotive Industry 

Aluminium alloys are increasingly used as car bodies substituting heavier metals based on 

economic and political pressure which calls for the reduction of fuel consumption and CO2 

emission [4]. In Europe, the automotive industry increases the average usage of Al alloys in 

passenger cars during the last decades [5]. Because of body-in-white (BIW) design, more Al sheet 

alloys, e.g. the 5xxx and 6xxx series alloys are used as panels [4]. The 6xxx series alloys can 

provide reasonable strength and formability as well as good corrosion resistance. It is heat 

treatable, i.e. can be bake-hardened. Nowadays, the most frequently used 6xxx alloys in 

automotive industry are AA6009, AA6010, AA6016 and AA6111 [5]. The performance of the 

alloys depends heavily on the design of the thermo-mechanical processing route, e.g. the 

formability depends on the rolling schedule and annealing temperature while the final strength 

depends on the annealing and quenching conditions coupled with the successive pre-ageing and 

paint baking treatments. 

2.3. Ageing Response in 6xxx Series Alloys 

During the production of car body panels, the Al alloy sheets undergo hot, warm and cold 

rolling followed by annealing at a high temperature (~540-560 °C) [5]. This annealing procedure 

serves as two purposes, (1) annealing out of dislocations which have been formed during rolling 

or recrystallisation which is necessary for further press forming (2) solution heat treatment (SHT) 

dissolving solutes back to solution for further paint-baking. The temperature region for this 

annealing (or SHT) is between the melting point and the solvus temperature. Then, a fast cooling 

(quenching) of the alloy from the SHT temperature to ‘room temperature’ (RT) is performed. The 
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aim is to preserve solutes in the Al matrix as much as possible: The alloy is now in the 

supersaturated solid solution (SSSS) state. At the same time, a certain amount of quenched-in 

vacancies are retained.  

After SHT, the Al alloy sheets are stored at RT and transported to the car manufacturers. The 

alloy is then further press-formed to the required shape and then paint bake. During paint baking, 

which is equivalent to artificial ageing (AA) at ~180 °C for 30 min or ~205 °C for 20 min, the 

strength of the sheets increases due to the formation of strengthening precipitates, [5] "ߚ. A 

problem arises due to RT storage or natural ageing (NA) prior to baking because the alloy has 

then a slower hardening response and lower hardness after successive AA than the alloys without 

NA [6]. This phenomenon is so called ‘negative strength response’ and is considered to be caused 

by clusters formed during NA [6]. Since NA is unavoidable and in order to prevent the negative 

strength response, additional pre-ageing (PA) treatment is often performed directly after SHT [7]. 

During PA, the strength of the alloys increases, and the alloy shows very weak NA response 

afterwards [7, 8, 9]. It is believed that the metastable precipitates formed during PA can either act 

as nucleation sites for ߚ"  [10], or directly transform to ߚ"  [11] during subsequent AA, and 

therefore promote precipitation and increasing the rate of the hardening response [12 , 13 ]. 

Precipitation in 6xxx series alloys is complicated as it will be influenced by many factors e.g. 

temperature, alloying elements etc. In order to further study negative strength response, an 

understanding of the precipitation sequence is required. 

2.3.1. Precipitation Sequence in 6xxx Series Alloys 

The basic precipitation sequence for ternary Al-Mg-Si alloys is regarded as [14, 15, 16, 17]: 

SSSS→ Clusters → GP zones → → "ߚ 	→ ′ߚ 	ߚ, 

where clusters refer to solute segregating together without specific structures. The composition of 

clusters found in the literatures will be discussed in more detail in the next section. In the fast 

years more phases have been found which lead to more complicated precipitation sequences, see 

below. 

Two types of GP zones are described in the literature: (1) Plate like GP zones found by 

Matsuda [18]. During PA at the temperatures from 70 – 150 oC, mono layer or multi-layer GP 

zones are formed which have a positive effect on the successive AA [18]. (2) solute-rich spherical 
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GP zones with 1-3 in diameters are found by Mairoara [19]. Such zones are defined as disordered 

solute collections which have the same lattice parameters as the Al matrix. 

 is the dominant precipitate before the alloy reaches its peak-aged condition [19]. It is a "ߚ

needle–like coherent precipitate growing along a <100> direction of the Al matrix [20]. The 

structure of ߚ" was first determined as monoclinic [19, 21, 22, 23] with lattice parameters of 

a=0.77 nm, b=0.67 nm and c=0.405 nm and an angle between a and c of 75o [21]. Using high 

resolution transmission electron microscopy (HRTEM) and comparing experimental and 

simulated electron diffraction patterns, Andersen et al. have proposed another set of lattice 

parameters of a=1.516 nm, b=0.405 nm and c=0.674 nm with 105.3=ߚo [20]. In his model, the 

structure is assumed to be two unit cell containing units of Mg5Si6 [20]. However, using atom 

probe tomography (ATP), Serizawa and De Geuser found Al atoms inside ߚ" and the Mg/Si ratio 

can be greater than 1 [11, 24]. Hasting has calculated the enthalpy for all possible compositions of 

 and proposed that a cell composition of Mg5Si4Al2 is in a better agreement with the ATP [25] "ߚ

experimental results. 

Similar to the morphology of ߚ ,"ߚ′ is rod-shaped and also grows along one of the <100> 

directions of the Al matrix. It has hexagonal structure with a=0.705 nm and c=0.405 nm [23, 26]. 

 ,From TEM analysis ."ߚ and is expected to be thermally more stable than "ߚ forms later than ′ߚ

 .with a length of ~500 nm [27] ,"ߚ	can grow larger in size compare to ′ߚ

It has to be noted that ambiguities in naming the phases are often found, especially for 

clusters and GP zones. For example, Maruyama and Matsuda used GP(I) to describe cluster 

formation [28, 29], while GP(I) and GP(II) also correspond to clusters and [30] "ߚ respectively. 

The clustering and precipitation sequence in 6xxx alloys varies with the presence of the other 

elements [ 31 , 32 , 33 ]. For example, if Cu is added as major alloying elements, then the 

precipitation sequence becomes [34, 35, 36, 37]: 

SSSS→ Clusters → GP zone → →"ߚ 	ߚ′ → ܳ′ → 	ܳ + Si. 

ܳ′ is the precursor of the equilibrium ܳ phase. ܳ′ is having the lattice parameters a=1.04 nm 

and c=0.405 nm and γ=120o [38]. However, these are only the main sequences in Al-Mg-Si(Cu) 

alloys. Other metastable phases, such as B′, U1, U2, L, S, C, have also been reported [38, 39]. ܥ ,ܮ 

and ܵ are all coherent precipitates growing along <100> of aluminium matrix [38, 39]. L has a 
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disordered rod or lath morphology and C is reported to be plate-liked having monoclinic unit cells 

[38]. 

Banhart summarized the sequence of phases found during age hardening [40], as shown in 

Figure 2.1. After the formation of co-clusters, various phases are possible to form according to 

different heat treatments and composition of the alloys. 

 

Figure 2.1. Sequence of phases found during age hardening of Al-Mg-Si alloys[40].It shows 
that after the formation of co-clusters, the precipitation sequence becomes complicated that 

many different kinds of phases can formed during the age hardening. Ambiguous use of phase 
designations complicates the discussion. 

 

2.3.2. Early Stages of Clustering 

Since the negative strength response is caused by clusters formed during NA, a lot of 

research has been carried out to investigate the clustering mechanism and the resulting structures. 

As it has already been mentioned in the previous section that ambiguous definitions of clusters 

and GP zones can be found, it is defined here that clusters are solute atoms aggregated together 

without a definite structures, whereas GP zones refer to the metastable phases that are found by 

Matsuda and Zandbergen [18, 19] and that possess a definite structure. 

2.3.2.1. Stages of Clustering in 6xxx Series Alloys and Its Mechanism 

Røyset observed that clustering can take place even at -40 oC [41], indicating that the 

process is activated at low temperatures. Indeed, during NA, several stages are observed by 

indirect experimental methods directly after quenching. For example, from resistivity 

measurement, it is found that the resistivity increases with NA time in different stages [42, 43]. 

Banhart et al. [40] have shown by in-situ resistivity measurement that the first transition stage 

could happen after ~5 min of NA, while in the 2nd stage; a fast increase in the resistivity is 
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observed. The transition from the 2nd stage to the 3rd stage takes place at ~85 min, after which the 

increase of resistivity slows down. 

From isochronal Differential Scanning Calorimetry (DSC), two overlapping peaks 

associated to clustering are found [11, 14, 44, 45]; C1 situated at ~50 °C and C2 at ~90 °C. When 

carrying out NA before the DSC experiment starts, it is found that C1 disappears after ~1 hour 

NA while C2 is even not completed after 1 week of NA [14, 44]. Gupta and Lloyd [14] regarded 

C1 as Si-rich co-clusters while C2 as Mg-rich co-clusters [14]. They have also shown that no 

clustering peak is observed in high content Al-Si and Al-Mg alloy and therefore Si or Mg clusters 

do not form [14]. 

In-situ Positron Annihilation Lifetime Spectroscopy (PALS) was also performed and this 

type of measurement is sensitive to vacancy-related defects [46]. This is because positrons prefer 

to be trapped by defects with lower electron density and have a longer ‘surviving time’ there [46]. 

As cluster formation is expected to be closely related to the diffusion of quenched-in vacancies, 

the average positron lifetime would bring useful information on the clustering process [47, 48]. 

Though the average lifetime is a mixture of contributions from different annihilation types, the 

trends of the average lifetime changes during NA show the changes of the general configuration 

for the vacancy and its environments. The change of the average positron lifetime varies with Mg 

and Si content and is shown in Figure 2.2 [48], which shows similar features of the lifetime 

changes. At least 4 clustering stages are identified; (I) a transient regime of stable lifetime in some 

alloys (II) first significant decrease in lifetime up to ~100 min (III) increase of lifetime up to 

~1000 min and (IV) re-decrease of lifetime. It is speculated that Stage (II) is related to the 

diffusion of Si by the help of vacancy, because higher composition of Si next to a vacancy yields 

a shorter positron lifetime. Stage (III) is related to Mg diffusion due to the fact that alloys with 

very low Mg concentration (< 0.1 %) shows no increase in lifetime in in-situ experiment at RT. 

For stage (IV), ordering of clusters could be a possible reason for the decrease of the lifetime 

again. 

It can be seen from above that integral, non-imaging methods especially in-situ experiments 

are useful for investigating the different stages of clustering in Al-Mg-Si alloys as the transition 

between clustering stages is fast (can happen within few minutes of NA) and little sample 
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preparation is required before starting of the experiment. However, signals cannot easily be relate 

to the fraction, size and composition of the clusters. 

 

Figure 2.2. Average positron lifetimes during NA after SHT for alloys with different 
composition of Mg and Si. Similar trends of the average lifetime profile are observed for 

all alloys expect the one with very low Mg content < 0.1 % [48].  

2.3.2.2. Composition of Clusters by Tomographic Atom Probe 

The first atom probe study of clusters during NA was done by Murayama et al. [10]. The 

experiments were performed using a 1-D atom probe and using samples which were NA for more 

than 70 days. Both Si or Mg clusters and Mg-Si co-clusters with different Mg/Si ratios were 

detected by analysing integrated concentration depth profiles. They claimed that the size of these 

clusters is less than 10 detected atoms, although the clusters are hardly identified due to the noise 

from the background. 

With the devolvement of the 3-D atom probe, little statistics could be obtained and 

visualisation of clusters became possible by 3-D reconstruction of signals from 2-D detectors and 

different kinds of clusters identification techniques. Using maximum separation methods, 

Serizawa et al. [11] has investigated an Al-Mg-Si alloy after NA for 7 days to 2.5 years. The size 

and Mg/Si ratios of the clusters detected covered a wide range. However, they do not change with 

NA time. A Norwegian group has further refined their parameters used in the maximum 

separation methods and investigated alloys either with low or high Si content [51]. They have 
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found that by setting dmax=0.6 nm, Nmin = 8 for high Si alloy and dmax=0.7 nm, Nmin=8 for low Si 

alloy, clusters with the average measured size of 10 solute atoms and the Mg/Si ~1 are found in 

both alloys. 

The clusters found during NA can only be detected by atom probe. HRTEM shows 

insignificant contrast [10]. However, when alloys with excess Si are PA at 70 °C for 16 h, 

contrast from meta-stable phases can be observed. Murayama and Hono classified such phases as 

coherent GP zones with sizes of ~2 nm, however the structure is difficult to identify. Torsæter et 

al [12] also found similar results when an alloy with excess Si was PA at 100 o C for 16 h. The 

morphology of these clusters (although they do not have well defined structures) is slightly 

needle-shaped. From TAP studies it is found that the Mg:Si ratio of these ‘high temperature’ 

clusters is close to 1 [12, 11, 37]. Apart from the Mg/Si ratio, Mg and Si are more closely packed 

in these high temperature clusters compare to the clusters formed during NA.  

The investigation of the composition of the clusters formed in Al-Mg-Si alloys is based on 

atom probe. However, it should be noted that there are still some drawbacks when using this 

technique. First of all, compared to indirect experimental methods, much time is required to 

prepare atom probe samples in the order of hours [40]. Second, the detection efficiency is ~50 % 

of the total atoms, meaning that 50 % of the atom is lost during detection [49]. The detection 

efficiency depends on the detector and type of TAP [49]. Third, experimental parameters, such as 

the chamber temperature, pulse fraction, etc will influence the content of different kinds of 

element detected, leading to a ‘wrong’ value for the clusters’ composition [49, 50].  

2.3.3. Clusters and Negative Strength Response 

Clusters formed during NA influence the number density and size of ߚ"  phases formed 

during AA, causing negative strength response [6]. Pashley et al. [7] have first proposed a 

theoretical model to explain the negative strength response by considering a lower solute 

concentration due to the presence of clusters and the dissolution of the clusters which have a 

smaller radius compared to the critical radius that can survive as the nuclei for ߚ". Their model 

was based purely on TEM investigations after AA. The understanding of the negative strength 

response further improved when researchers compared the clusters found during NA and PA by 

using TAP. Since the clusters formed during NA have a wide range of Mg/Si ratios, Serizawa et 

al. [11] proposed that these cluster would not dissolve during successive AA treatment but lower 
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the concentration of solutes available for ߚ" formation. On the other hand, the clusters formed 

during PA at 100 oC have a Mg/Si ratio close to that of ߚ" and are much larger, and therefore 

these clusters are thought to transform to ߚ" during successive AA treatment [11]. Torsæter et al 

[12] have compared the clusters of samples which were PA with and without prior NA. They have 

found that the sample which was directly PA has clusters which are more closely packed and have 

more solutes inside the clusters, while a significant fraction of clusters with more extreme 

compositions (Mg-rich clusters in Mg rich alloy, Si-rich clusters in Si rich alloys) are found [12] 

in samples that have been NA before PA, which seems to support the findings of Serizawa et al. 

[11]. 

From what was mentioned above, the negative strength response appears to be fully 

explained by recent TAP results. However, negative strength response already develops right after 

a short NA time [44, 51, 52, 53], which means that the clusters formed during early stages play 

the most important role. The clusters that could be detected by TAP are already at Stage 3 of 

resistivity [40], C2 of DSC [44] and Stage IV of PALS [48]. Also, due to the detector efficiency 

and cluster identification technique, the clusters shown by TAP are all larger than 10 solute atoms, 

and cannot represent the whole picture. 

2.4. Kinetics of Clustering by Thermal Analysis and Simulations 

The transformation kinetics of a reaction can be described by obtaining a set of kinetic 

parameters, i.e. volume fraction ߙ  related function ݂ሺߙሻ , constant ܭ  and effective activation 

energy ܳ [54], which are referred to Chapter 6. The most common way to obtain the kinetic 

parameters is by thermal analysis, for example Differential Scanning Calormetry (DSC). Only 

Gupta and Lloyd [14] have made an attempt to obtain the complete set of kinetic parameters for 

the formation of clusters in 6xxx series alloys. Their DSC results are shown in Figure 2.3 and the 

kinetic parameters are shown in Table 2.1. The overlapping peaks in the figure are C1 and C2 as 

mentioned in previous section. After obtaining the kinetic parameters, Gupta and Lloyd 

concluded that C1 is expected to form rapidly while C2 forms relatively slow. 
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Figure 2.3. DSC curves of clustering process measured at different heating rates [14]. 
Two overlapping peaks are shown, indicating two kinds of processes occurring during 

clustering. 

Table 2.1. Kinetic parameters [14] associated with the doublet of clustering reactions and heat effect of NA. 
Sub-peaks 1 and 2 refer to C1 and C2 mentioned in previous section. 

Aging time, h Total heat effect, J/g ݂ሺߙሻ ܭ, /s ܳ, kJ/mol 

0 5.62 ሺ1 െ  ሻ 70 24.9 subpeak 1ߙ

1 3.87 ሺ1 െ  ሻ 3 × 104 44.4 subpeak 2ߙ

3 2.79 ሺ1 െ  ሻ 2.5 × 107 66ߙ

24 1.49 ሺ1 െ  ሻ 8 × 107 71ߙ

 

Other kinetic studies are more focused on only obtaining the activation energy ܳ. To certain 

extent, the value of ܳ  signifies whether a reaction is easy to stimulate or not at a certain 

temperature. For example, in [55], C1 and C2 were first separated from the overlapping peaks by 

using Gaussians functions and the ܳs for C1 and C2 are discussed according to the volume 

fraction transformed. Alloys with different Mg/Si ratio were investigated and the values for ܳ for 

both clusters lie in the same range from 45 to 90 kJ/mol. Gaber et al [35] also found similar ܳ	

values by using only the peak position. Besides ܳ obtained by DSC, ܳ has also been obtained by 
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isothermal experiments e.g. from in-situ PALS [48]. This was done by locating the transition from 

stage II to III at different experimental temperatures. ܳ found to be 74 kJ/mol, which also lies in 

the range of what is obtained from DSC. 

Simulation is helpful to study many reactions on the atomic scale. By using simulation 

approaches, the kinetics of clustering in binary alloy systems has been studied [56, 57]. For 

example, from simulation, the general clustering stages in binary alloy system are found to be: 1) 

formation of small clusters; 2) formation of large clusters following a Fokker-Planck equation for 

the concentration; 3) coagulation of large clusters [56]. Moreover, kinetic parameters for these 

different stages can be well defined [56, 57, 58]. Recently, a diffusion model based on vacancy 

migration has been incorporated into a Kinetic Monte Carlo (KMC) simulation [ 59 ]. This 

approach has been proved to be useful to describe the mechanism of nanocluster formation in 

ternary alloy systems or even ternary alloy system with other additional elements [60, 61, 62]. Up 

to now, no attempt has been made to simulate the clustering reaction in 6xxx alloys. Therefore, 

KMC simulation would possibly provide more information when it is used to study the clustering 

in 6xxx series alloys in parallel to experimental methods. 

2.5. Kinetics of Precipitation 

Similar to the study of clustering, ܳ is also extensively discussed for ߚ" and ߚ′. Interestingly, 

Doan and co-workers [63] who studied all the exothermic reactions observed in isochronal DSC 

runs for 6061 obtain a higher ܳ for ߚ" (105.4 kJ/mol) than ߚ′ (93.1 kJ/mol). The lower ܳ value 

for ߚ′ is difficult to understand, since in general, the phase forming at higher temperature is more 

difficult to activate [54]. A comparison of ܳ in different precipitates between Al-Mg-Si alloy with 

and without Cu is given by Gaber et al. [64]. They found ܳ values for ߚ" formation is of 76.2 

kJ/mol or 66.2 kJ/mol in alloys with or without Cu, respectively [64]. On the other hand, the 

corresponding ܳs for ߚ′ are 116.6 and 105.6 kJ/mol [35]. Both the calculated Qs for ߚ" and ߚ′ for 

Cu-containing alloys are lower than that obtained in nonCu-containing alloy, indicating that Cu 

promotes precipitate formation [64]. Other similar ܳ values for ߚ" and ߚ′ are obtained in different 

Al-Mg-Si or Al-Mg-Si(Cu) alloys [64, 65, 66]. Afify makes a comparison of the ܳ in alloys with 

a fixed Mg concentration but a varied concentration of Si, and found that ܳ for the formation of 

 .varies with Si concentration but a defined trend [67] ′ߚ and"ߚ
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Dutta and Borrego used kinetic modelling to compare the difference in the formation 

kinetics of ߚ" and ߚ′ in bulk and Al-Mg-Si composite materials, [68, 69, 70, 71]. These models 

are based on Johnson–Mehl–Avrami–Kolmogorov (JMAK) kinetics. Using a fitting model, the 

kinetic parameters for the formation of ߚ" and ߚ′ for the based alloy 6061 are obtained. The ܳs 

agree with those of other studies and range from 70 to 120 kJ/mol [53, 63, 64].  
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3. Methods 

3.1. Materials 

All the materials studied in this thesis are provided by Hydro Aluminium Rolled Products 

GmbH Bonn, Germany. The compositions of the alloys are shown in Table 3.1, obtained by 

Optical Emission Spectrometry (OES). All the samples can be classified into two groups, i.e. 4-10 

and 4-10X groups, which differ in Fe and Mn content. The aim of having these two groups of 

materials is that 1) the 4-10 group can provide information on clustering or precipitation 

according to the designed amount and ratio of Mg and Si, and also the small amount of additional 

elements; 2) the 4-10X group reflects a the similar environment as commercial alloys where Fe-

rich intermetallics are always present. After casting, the samples first undergo homogenization at 

560°C for 12 hours, are then hot extruded at ~400 °C to a cross section of 3×20 mm. Finally, the 

samples were cold rolled to the final thickness of 1 mm. 

Table 3.1. Actual composition of the alloys used. 

Alloy Compositions (wt%) 

Mg Si Fe Mn Cu Cr Ti Al 

4-10 0.40 1.01 <0.001 <0.0005 <0.0005 <0.0005 <0.0002 99.21 

4-10Cu 0.37 1.00 <0.001 <0.0005 0.04 <0.0005 <0.0002 98.64 

4-10Cr 0.38 1.01 <0.001 <0.0005 <0.0005 0.01 <0.0002 98.65 

4-10X 0.37 1.02 0.26 0.08 <0.0005 <0.0005 <0.0002 98.28 

4-10XCu 0.39 1.01 0.26 0.07 0.04 0.0018 <0.0002 98.32 

4-10XCr 0.37 1.02 0.26 0.07 <0.0005 0.01 <0.0002 98.28 

 

3.2. Experimental Setup 

3.2.1. Heat Treatments 

3.2.1.1. Solution Heat Treatment (SHT) and Quenching 

SHTs were performed in a vertical’s aligned quenching furnace at 540 ± 5 °C. These samples 

which are solutionsied for 1 h, are performed under argon atmosphere after repeated purging in 
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order to prevent the samples from oxidation. For the rest samples which are used to study the 

evolution of microstructures during SHT, they are solutionised without argon protection because 

gas purging and argon filling requires a lot of time, more than the designed time for SHT. All 

samples are quenched into ice-water in order to achieve reproducible and fast quenching rate. 

3.2.1.2. Natural Ageing (NA), Artificial Ageing (AA) and NA+AA 

NA is performed by storing of the samples at RT. Temperature fluctuations of ±3 °C with a 

mean value of 22 °C are accepted for NA treatment. For AA or NA+AA treatment, samples are 

put into an oil bath after quenching with minimizing delay (less than 1 min) or with a specific 

delay at RT. The temperature of the oil bath is set to 180 °C and the actual temperature is 180 

±1 °C. 

3.2.2. Microhardness 

Microhardeness is used in this work to study the hardening behavior during NA and AA. It is 

normally expressed as the ratio of the load to the contact area of the indentation. Vicker’s test was 

performed in which a diamond pyramid was pressed against the specimen with uniformly 

increasing load. By measuring the diagonals ݀ଵ and ݀ଶ, as shown in Figure 3.1, the hardness of 

the specimen can be obtained from the following equation 

ܪ ൌ
ଶி௦

ം
మ

ௗതమ
           (3.1) 

where ܨ is the load, 136°=ߛ is the angle between the two facets of the Vicker’s pyramid, and ݀ 

average value of the measured ݀ଵ and ݀ଶ. 

 

Figure 3.1. Schematic illustration of the indentation mark and its diagonals measurement. 
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ܨ ൌ ݏ/ ܰሻ is applied on the sample with a strain rate/velocity of 10	ሺ0.981		100 . 10 

indentations are performed on the same sample and the average value of them is obtained. Only 

when the earlier evolution of hardness during NA is traced, microhardness is taken continuously 

up to 1000 min of NA and the measurements were not averaged. After 1000 min, the same 

approach as for the AA samples is chosen. 

3.2.3. Differential Scanning Calormetry (DSC) 

All the DSC measurements were performed in Netzsch DSC 204 F1 Phoenix, which belongs 

to the heat flux type DSCs. As shown in Fig 3.2, the sample inside one pure aluminum crucible 

and another empty crucible are put into one single furnace which is made of silver. During 

measurement, the temperature and the heat flux between sample and empty reference crucible is 

measured directly. In order to obtain the “real heat flow” of the reaction in the sample, the heat 

flux should be calibrated before the measurements. This is done by performing calibration runs 

with several standard materials in which the heat evolution is well known, e.g. melting reactions 

of In, Zn, Al and Au. 

 

Figure 3.2. The schematic drawing of the heat flux DSC. Sample and referenced empty 
crucible are placed in one furnace and their temperature and heat flux difference during the 

DSC run is detected. 

The samples for DSC measurement are cut and grounded to a disc shape (~Φ5 mm×1.2 mm). 

The mass of the samples is 64 ± 1 g. This preparation is done before the heat treatment in order to 
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guarantee that no dislocation would be introduced before the DSC measurement which can 

possibly provide sites for heterogeneous nucleation. Aluminium reference samples with 99.999% 

purity by the same preparation procedure are used to obtain the baseline correction for each 

measurement. 

During the DSC measurement, nitrogen protective gas is used as flowing inside the furnace. 

The starting temperature is set as 0 °C for isochronal DSC measurements, and the temperature is 

reached by using cold gas nitrogen. Sample is put inside a crucible with a small hole on its lid 

before it is taken into the chamber of the DSC. After the sample is transferred to the chamber of 

the DSC, 3 min isothermal run is first undertaken in order to stabilize the system. Then the DSC 

is heated up with a constant heating rate (5, 10, 15 or 20 K/min), till the temperature reaches 

600 °C. 

3.2.4. Position Annihilation Lifetime Spectrum (PALS) 

3.2.4.1. Experimental Setup and Procedure 

The schematic of the PALS setup is shown in Figure 3.3. The PALS measurements are performed 

at CSIRO, Australia with a fast-fast coincidence system using Bicron scintillators. The detectors 

are vertically aligned and operated at “room temperature”. A pair of samples after quenching is 

immediately dried and stacked with the positron source in between to form a sandwich structure, 

see Figure 3.3. Then it is placed between the two detectors. After mounting the samples, in situ 

measurement is carried out to obtain the spectra during NA. The resolution function of the 

spectrometer is characterized by its full width at half maximum (FWHM) and is 0.234 ns. Na22 

folded by Ti foil is used as the positron source which can provide an initial ~50 ± 10 µCi activity. 

The time interval between each spectrum is set as 1 min from the beginning to 370 min then 

changed to 3 min for the rest of the measurement.  
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Figure 3.3. Schematic drawing of the arrangement of samples and detector in PALS 
measurement. 

3.2.4.2. Data Analysis 

Pure aluminum (99.999%) is used for source corrections. The spectra are processed by the 

program LT9 [72]. The spectrum is decomposed into three lifetime components corresponding to 

Al bulk, source material and “whiff”. The fitted results are shown in Table 3.2. The lifetime of Al 

bulk is fixed to 0.16 ns. According to the fitting, the lifetime and intensity from the positron 

source are 0.37 ns and 0.4126 % respectively, while the contribution from the “whiff” is only less 

than 1 % with a lifetime of 2 ns.  

Table 3.2. Fitting parameters in the pure Al sample as the source correction. 

component lifetime (ns) intensity (%) 

Al bulk 0.16 95.53 

source 0.37 4.13 

“whiff” 2.00 0.34 

 

During fitting of the spectra of the alloys, the intensity of “whiff” is not fixed and allowed to 

fluctuate with an intensity below 1 %, while the lifetime of the “whiff” and the intensity and 

lifetime of the source are fixed according to Table 3.1. After subtracting source corrections and 
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the background from the spectra and deconvoluting the signal with the spectrometer resolution 

function (single Gaussian), the remaining data can be fitted by a single exponential by 

ܰሺݐሻ ൌ
ூ

ఛ
exp	ሺെ

௧

ఛ
ሻ          (3.2) 

where	ܰሺݐሻ is the count at a specific time ݐ channel, ܫ is the average intensity from the sample, ߬ 

the lifetime. Since it is expected that in reality a range of different lifetimes contributes to the 

PALS signal that cannot be separated, we call this lifetime ߬௩. 

3.2.5. Scanning Electron Microscopy (SEM) 

SEM is used mainly for the characterization of the intermetallics and phase transformations 

during SHT. For SEM analysis, the longitudinal section (LS) of the samples is first mechanically 

polished, then electro polished using a solution of 70 % methanol and 30 % nitric acid at a voltage 

of 8-10 V at -30 °C. The SEM used in this work is Zeiss FIB-SEM CrossBeam 1540ESB. The 

working Electron High Tension (EHT) voltage is 5 kV and the working distance is set to be 5 mm. 

Both the inlens backscattered electron (BSE) and inlens secondary electrons (SE) detectors are 

used to obtain composition/phase and topological contrast. Energy Dispersive X-ray spectrometry 

(EDX) is also used in this work to obtain the composition of the intermetallics spectroscopy. 

3.2.6. Transmission Electron Microscopy (TEM) 

TEM is applied for the characterization of microstructures such as small intermetallics (less 

than 0.5 µm) and precipitates formed during AA. TEM samples are firstly ground and 

mechanically polished to a foil with less than 100 µm thickness. Then they are thinned by using 

twin-jet electro-polishing in a Tenupol cell with a solution of 30 % nitric acid and 70 % methanol 

at -30 °C with 15-17 V applied voltage. 

TEM investigation is performed in a FEI CM30 or Zeiss Libra 200. The bright field (BF) 

images are used for observing the morphology of intermetallics or precipitates, measuring the 

length and the number density of the precipitates. Electron energy loss spectroscopy (EELS) 

mapping is applied to obtain the local thickness of the studied area. The thickness of the 

investigated area is calculated by the following equation [73]:  

݄ ൌ ሺ	logߣ
ூబ
ூభ
ሻ           (3.3) 
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where h is the thickness of the sample, ߣ the mean free path the electron passing through the 

sample before it generates a Plasmon, ܫଵ is the intensity of the low loss area and ܫ the intensity of 

the zero loss peak. 

After obtaining the thickness, the number density of the precipitate in one certain condition 

can be calculated by the following equation [19, 74]: 

ߩ ൌ
ଷே

ሺାሻ
           (3.4) 

where ܣ is the area of the measured area, ݈ is the average length of the precipitates, ܰ the number 

of the end-on precipitates and factor 3 comes from the fact that precipitates grow along [100]Al 

and the end-on precipitates present the direction which is perpendicular to the image. 

3.2.7. Other Methods 

In this work, light microscopy for the measurement of grain size and micro-probe for the 

measurement of composition of intermetallics are done in Hydro Aluminium Rolled Products 

GmbH Bonn, Germany. 

3.3. Simulation 

3.3.1. Simulation Setup and Parameters 

The simulation is based on the assumption that, at low temperature, clusters do not modify 

the crystal structure of the base alloy, i.e. the solute atoms belonging to a cluster are still located 

on positions of the fcc aluminium lattice and the lattice constant is only marginally changed. A 

simulation box of 25×25×25 unit cells (62500 atoms) is built up and periodic boundary conditions 

are applied in all the directions. In this simulation box, all sites are occupied by atoms (Al, Mg or 

Si) according to the composition of 4-10. A single vacancy is generated and placed randomly at 

any site of the simulation box. This vacancy is conserved throughout the simulation. It is 

thermally activated and can jump to nearest neighbour (NNB) sites. The jump frequency of the 

vacancy towards each of its 12 NNBs is [75] 

ݓ ൌ ݒ exp ቀെ
ா
ೌ

ಳ்
ቁ,    ሺ݅ ൌ 1,2,3…12ሻ,       (3.5) 



  Chapter 3 Methods 

21 

where ݒ  is the jump attempt frequency, ܧ
௧  is the activation energy of a jump, ݇  is 

Boltzmann’s constant and T the temperature. One part of ܧ
௧

 is the migration energy of the 

vacancy into a site ݅ (݅ = Al, Mg, Si) and can be determined by using the theoretical diffusion 

activation energy ܧ
ௗ  and subtracting from this the formation energy of the vacancy ܧ

  , both 

given in Table 3.3 [76]. The vacancy is assumed to have formed during quenching and is 

preserved after. ܧ
௧

 further contains the difference of the interaction energies of the vacancy with 

its nearest neighbourhood before and after the vacancy jumps. Therefore, the activation energy 

ܧ
௧

 required for the vacancy to move from its initial position 	݆ to the atom position ݅ of its NNB 

atom ݅ is expressed as [75], 

ܧ
௧ ൌ ܧ

ௗ െ ܧ
 െ ሺ∑ ሺೕሻ∈ேேೕߝ  ∑ ሺሻሻ∈ேேߝ  ሺ∑ ሺሻ∈ேேߝ  ∑ ሺೕሻሻ∈ேேೕߝ  (3.6) 

ܤܰܰ  denotes all the nearest neighbours of site ݆. ߝ	and ߝ  are the interaction energies of a 

vacancy or atom with their NNB. Eq. 3.6 is an approximation, since we sum up pair interaction 

energies and therefore neglect any interaction between such pairs. The published (calculated) 

values of ݒ, ܧ
ௗ, ܧ

, ߝ	and	ߝ [76, 77, 78] are listed in Tables 3.3 and 3.4 and serve as input 

parameters for our calculation. It should be mentioned that the interaction energies are calculated 

by subtracting pairs of reference configurations. This choice implies that ߝି, ߝି, ߝିௌ  and 	

ିெߝ  are zero [79]. 

A Monte Carlo Step (MCS) number can be converted to a physical time ∆ݐ by the following 

equation [75, 80]: 

ݐ∆ ൌ
ଵ

ேೡ ∑ ௪
భమ
సభ

,          (3.7) 

where ܥ  is vacancy concentration and N is the number of atoms in the simulated box. CV is 

calculated by 

ܥ ൌ exp	ሺെ
ீೇ


ಳ்
ሻ,          (3.8) 

where ܩ
 is the Gibbs free energy of formation. Since ܩ

 ൌ ܪ
 െ ܶܵ

	, by taking ܪ
 = 0.67 eV 

and ܵ
 = 0.7݇, [81, 82] a value ܥ=1.41×10-4 can be obtained and is applied for our simulation. 

The NA temperature is 20°C (293.15 K). 10 simulation runs are performed and averaged. 
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Table 3.3. Kinetic parameters taken from Ref. 76. 

ݒ 1.66 × 1013  s-1

ெݒ 1.86 × 1013  s-1

ௌݒ 1.57 × 1013 s-1

ܧ
ௗ   1.29 eV 

ெܧ
ௗ   1.27 eV 

ௌܧ
ௗ   1.15 eV 

ܧ

  0.63 eV 

 

Table 3.4. Chemical interaction energies (eV + favoured; - repulsive) taken from Refs 77, 78, 79. 

ିߝ 0 

ெିߝ +0.015 

ௌିߝ +0.025 

ିߝ 0 

ିߝ 0 

ିௌߝ 0 

ିெߝ 0 

ெିௌߝ +0.04 

ெିெߝ -0.04 

ௌିௌߝ -0.03 

 

3.3.2. Description of Flowchart 

Before the program starts, the initial environment is set as following: 

0a: Set the time 293.15=ܶ ,0=ݐK, and set the step number Stepiter=0 and the total step number 

Stepmax=93,750,000, which is equal to 1500 Monte Carlo Step (MCS); 
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0b: Set the initial position of all solutes and their types typei (݅=1 Si; ݅ =2 Mg) according to 

the composition of the alloy, e.g. in 4-10, 600 Si solutes and 278 Mg solutes respectively. The 

initial position of each solute is determined by the random number generator from Mersenne 

Twister [83] multiply each dimension of the simulated box (× 25); 

0c: Set the initial position of a single vacancy with the same approach as for solute. 

During the simulation, steps are as following: 

1.  Calculate the jump frequency ݓ for the 12 NNBs of the vacancy; 

2.  Calculate the cumulative function R, used Eq. 3.7: 

R ൌ ∑ ݓ

ୀଵ           (3.9) 

where ݆=1,….12 and set R ൌ 0; 

3. Obtain a random number ݉ from Mersenne Twister, which ∈ ሾ0,1ሿ. 

4. Search a NNB k, which fulfils: 

ܴିଵ ൏ ܴ݉ଵଶ  ܴ         (3.10) 

where ݇ =1,….12; 

5.  Perform the position exchange with the vacancy and the ݇௧ NNB; 

6.  Update the time t by 

ݐ ൌ ݐ   (3.11)          ݐ∆

7.  Set Stepiter= Stepiter+1; 

8.  If Stepiter< Stepmax, return to step 1; 

9. Analyse the printed results. 
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4. Experimental Results 

4.1. Recrystallisation and Dissolution during SHT 

4.1.1. Development of Microstructures during SHT 

4.1.1.1. Grain Morphology 

Figure 4.1 shows the evolution of grain morphology along the longitudinal section (LS) in 

alloy 4-10 during SHT.  After cold rolling, the deformed grains are elongated along the rolling 

direction (RD) and grain fragmentations are observed, see Figure. 4.1a. The thickness of the 

grains is ~48 µm. After SHT for 2 min, recrystallisation has started but not completed, see Figure 

4.1b. Recrystallisation has started on the surface of the sample, and smaller grains are found near 

the surface. 

(a) (b) 

(c) (d) 

Figure 4.1. Light microscopy images of LS showing evolution of the grain morphology of 
alloy 4-10 at different stages: (a) cold rolled, (b) SHT for 2 min, (c) SHT for 5 min, (d) SHT 

for 60 min. Recrystallisation is found when the sample is SHT for 2 min. After SHT for 5 min, 
abnormal grain growth occurs. 
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After SHT for 5 min, the sample has completely recrystallised and the measured average grain 

size is ~160 µm along the RD and 104 µm along the normal direction (ND), see Figure 4.1c. 

Therefore, the aspect ratio of the grains is found to be close to 1, showing that the recrystallised 

grains are equi-axed. Extensive grain growth is found in alloy 4-10 after SHT for 60 min, as 

shown in Figure 4.1d. 

For comparison, the evolution of the grain morphology along LS in 4-10X during SHT is 

shown in Figure 4.2.  

 (a)  (b) 

 (c)  (d) 

Figure 4.2. Light microscopy on the longitudinal section of 4-10X at different stages showing 
evolution of the grain morphology during SHT: (a) cold rolled (b) SHT for 2 min (c) SHT for 
5 min, (d) SHT for 60 min. Recrystallisation is found in the sample after SHT for 2 min and 

grain growth is not prominent after SHT for 60 min. 

The rolling microstructure is slightly finer as shown in Figure 4.2a. Most of the grains have 

recrystallised after SHT for 2 min which is faster than in 4-10 with the same SHT time, see Figure 

4.2b. Slower grain growth is found in 4-10X after SHT for 5 min with the measured average grain 

size of ~46 µm along RD and ~35 µm along ND as shown in Figure 4.2c. When compared with 

SHT for 2 min, there is no significant difference of the grain size. The grains continuously grow 
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after SHT for 5 min and are found to have the measured average grain size of ~49 µm along RD 

and ~37 µm along ND, see Figure 4.2d. Therefore, recrystallisation starts earlier in 4-10X. The 

reason could be particle stimulated nucleation with the presence of intermetallics. Because more 

recrystallisation events, grain growth is then much slower. 

4.1.1.2. Intermetallics 

Figure 4.3a and b show the morphology of intermetallics after cold-rolling along the LS taken 

from the same area in 4-10 with different detectors. There are several bright areas in the SE image 

while the corresponding positions are hardly identified in the BSE images as shown in Figure 4.3a 

and b. The SE detector provides more information on the surface. Since the sample has been 

electro-polished, the bright area corresponds to certain phases which were not polished away as 

much as the Al matrix and more secondary electrons can escape from those positions. Contrast 

from the BSE mode depends mainly on the atomic number of the element. A similar contrast as 

the Al matrix in the corresponding positions shows that these phases have elements which are 

close to Al in the periodic table. EDX results for the particles indicated as 1 and 2 are given in 

Table 4.1. The particles contain 96 at.% and 95 at.% Si respectively. Therefore, the particle with 

the bright contrast in the SE image but no significant contrast in BSE is a Si-rich intermetallics. 

Similar Si-rich intermetallics are also found in 4-10X after cold rolling, see Figure 4.2c. 4-10X 

have more fine nm-scale Si-rich intermetallics compared to 4-10, see Figure 4.3a and c. Besides 

Si-rich intermetallics, there is another kind of intermetallics which gives rise to weak contrast in 

the SE image but to bright contrast in the BSE image, as indicated by arrows in Figure 4.3d. EDX 

results in Table 4.1 show that these intermetallics have similar Fe content, with more than 15 wt%, 

but they differ in the concentration of Si and Mn. According to the Fe/Si ratio and the 

concentration of Mn, the other Fe-rich intermetallics in 4-10X are identified as -AlFeSi and -

Al(Fe, Mn)Si [84, 85, 86]. Concerning the shape of the intermetallics, because the samples have 

been cold rolled, the larger Si- and Fe-rich intermetallics are aligned along the RD. Also, some of 

the particles are pressed against each other during rolling, as shown in Figure 4.3d, indicated by a 

circle. Fragmentation of particles is also observed. 
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(a)  (b) 

(c) (d) 

Figure 4.3. SEM images taken from the LS showing intermetallics in 4-10 and 4-10X after 
cold rolling. The Si and Fe-rich intermetallics are analysed by using different detectors (Fe-

rich intermetallics are  phases: AlFeSi and  Al(Fe, Mn)Si: (a) SE and (b) BSE images 
for 4-10, (c) SE and (d) BSE images for 4-10X. 

 

Table 4.1. EDX Composition analysis in at.% at the position marked in Figure 4.3 showing two different 
kinds of intermetallics (Si-rich intermetallics and Fe-rich intermetallics).  

Position Mg Al Si Mn Fe 

1 0.08 bal. 96.53 0.00 0.00 

2 0.26 bal 95.35 0.00 0.00 

3 0.08 bal. 15.92 0.51 12.72 

4 0.07 bal. 9.11 4.05 11.92 

 

Figure 4.4 shows the SE images of alloys 4-10 and 4-10X after SHT for 2 min.  A high 

population of fine Si precipitates is observed in both alloys, which are spherical and have a 

1 

2 

3 

4 
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diameter of ~40 nm. It shows that the number density of these Si-rich precipitates is higher in the 

4-10 than in 4-10X. From the above results, it is evidenced that rapid precipitation occurs during 

SHT. Therefore, after cold rolling, solutes could be retained in the Al matrix sufficiently enough 

for precipitation during SHT. 

(a) (b) 

Figure 4.4. SE images of (a) 4-10 and (b) 4-10X features Si-rich precipitates formed after 
SHT for 2 min and showing that during SHT for 2 min, secondary precipitation of Si-rich 

precipitates occurs in both 4-10 and 4-10X. 

(a) (b) 

(c) 

Figure 4.5. SE images for (a) alloy 4-10 and (b) 4-10X and BSE image for (c) 4-10X showing 
the intermetallics after SHT for 5 min.  
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Figure 4.5 displays the morphology of intermetallics in alloy 4-10 and 4-10X after SHT for 5 

min. The secondary Si-rich precipitates formed after SHT for 2 min and the fine Si intermetallics 

are no longer found. In 4-10, only big Si-rich intermetallics are observed as shown in Figure 4.5a. 

In 4-10X, both big Si-rich intermetallics and all the Fe-rich intermetallics are still present, which 

is seen in Figure 4.5b and c. 

In summary, recrystallisation starts together with the precipitation of Si-rich precipitates 

during the first 2 min of SHT at 540°C in both alloys 4-10 and 4-10X. After 5 min, the formed Si-

rich precipitates and the smaller Si-rich intermetallics are dissolved again. Rapid growth of grains 

is found in 4-10 after recrystallisation. 

4.1.2. The Influence of SHT on the Successive Age Hardening Precipitation 

If the sample has been sufficiently solutionised, e.g. for 60 min, then a supersaturated solid 

solution (SSSS) state can be achieved. The different exothermic reactions occurring during 

isochronal DSC runs for alloys 4-10 and 4-10X in this state are shown in Figure 4.6. The 

reactions corresponding to the exothermic peaks are listed in Table 4.2. 

 

Figure 4.6. Isochronal DSC curves of alloys after SHT for 60 min with a heating rate of 10 
K/min, showing different exothermic and endothermic reactions occurring in the temperature 

range from 30 to 600 °C. The corresponding reactions are listed in Table 4.2. 
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Table 4.2. Reactions corresponding to the heat absorbed or released in DSC, see in Figure 4.6. 

Mark Temperature range 
(oC) 

Exo. (↑)  

or  

End. (↓)  

Corresponding reaction 

A 30-120 ↑ Clustering 

B 120-180 ↑ GP zones formation 

C 180-225 ↓ Dissolution of the previously formed 
clusters or GP zones 

D 225-275 ↑ ߚ" 

E 275-340 ↑ ߚ′ 

F 350-450 ↑ ߚ 

G 450-550 ↓ Dissolution of the previously formed phases 

 

In the low temperature range of 30 – 120 °C, several overlapping peaks are observed which 

correspond to clustering reaction. The exothermic reaction peak from 225-275 °C corresponds to 

the strengthening precipitates ߚ"  which are formed before the peak-aged condition. Different 

shapes of the ߚ" formation peaks are found in alloys 4-10 and 4-10X. There is a shoulder in 4-10 

as marked by an arrow in Figure 4.6. The ߚ" peak in 4-10 is higher in magnitude but narrower 

than in 4-10X, with the peak position also ~25 K higher. The formation peaks of ߚ locating in the 

temperature range from 350- 450 °C are also different in 4-10 and 4-10X. The ߚ peak in alloy 4-

10 is much bigger and its onset temperature is ~50 K lower than in 4-10X. 

Figure 4.7 shows the isochronal DSC signals of alloy 4-10 and 4-10X after cold rolling and 

after different SHT times at a constant heating rate of 10 K/min. 
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 (a) 

 (b) 

 (c) 

Figure 4.7. Isochronal DSC of alloys in the (a) as-received cold-rolled stage or after 
different SHT times (b) SHT for 2 min and (c) 5 min, showing that the main precipitation 

reaction located from 200-400 oC changes after different SHT times. After SHT for 5 min, the 
DSC curve is similar as after SHT for 60 min.  
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From Figure 4.7a it can be seen that during the DSC run, alloy 4-10 and 4-10X possess identical 

precipitation behaviour after cold rolling and no notable difference is found below 500 °C. Two 

main exothermic reaction peaks are located in the temperature range from 180 to 350 °C. The 

temperature of the highest exothermic reaction peak is ~240 °C, which is in the same temperature 

range as the formation peak of ߚ", see also Figure 4.6. The endothermic reaction starts at ~350 °C, 

100 K earlier than the sample in the SSSS state. 4-10 and 4-10X again shows similar behaviour in 

the DSC signal after SHT for 2 min, see Figure 4.7b. The first exothermic reaction peak in Figure 

4.7a is not observed while the precipitation peak located in the temperature range from 250 to 350 
oC appears more pronounced. Similar results as the sample in SSSS state are found in the sample 

after SHT for 5 min, see Figure 4.6 and 4.7c. The corresponding reaction peaks with the identical 

labels are shown. 

In summary, different exothermic reaction peaks are found by DSC in the samples after cold 

rolling or SHT for different times. This indicates that precipitation occurs in all samples during 

successive AA. The shift of the main exothermic reaction to higher temperature and the decrease 

of the heat effect for the exothermic reactions correlate with the Si-rich precipitate formed during 

SHT for 2 min. This indicates that the depletion of the solute in the matrix caused by the 

formation of the Si-rich precipitates significantly influences the successive ageing process. After 

5 min, dissolution of the Si-rich precipitates formed and some of the fine Si-rich intermetallics 

has occurred; then the SSSS state can be reached. This indicates that the SHT performed at 540°C 

has to be at least 5 min. In the following study, samples are all SHT for 60 min although a short 

time could be sufficient. 

4.2. Clustering and Precipitation in 4-10 and 4-10X 

4.2.1. Stages during Clustering at RT Detected by Different Experimental 
Approaches 

4.2.1.1. Hardness 

Figure 4.8 shows the evolution of hardness for alloy 4-10 and 4-10X stored at RT (22 ± 3 oC) 

after SHT as a function of time. 
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Figure 4.8. Evolution of hardness as a function of NA time after SHT showing the increase in 
hardness caused by clustering during NA. This effect ends at NA for ~20,000 min. 

There is a gap without any hardness measured between quenching and the first recorded hardness 

caused by the time required for mechanical polishing of the samples after quenching. The initial 

values for 4-10 and 4-10X are similar, i.e. ~37 HV. As NA proceeds, the hardness for 4-10 

increases faster than for 4-10X and after NA for 20,000 min the hardness of 4-10 and 4-10X are 

65 and 60 HV respectively. After 20,000 min, no notable further increase of hardness is observed 

for both alloys. Therefore by hardness measurement, 2 stages in the evolution of hardness are 

found during NA: 1) monotonic increase up to ~20,000 min; 2) after ~20,000 min, further 

hardening effect is not notable. 

4.2.1.2. Positron Lifetime 

Figure 4.9 shows the evolution of average positron lifetime as a function of time during NA. 

Similar trends are observed in both alloys. Different stages are obtained: 1) The first two 

individual measurements in both alloys show that the initial average lifetime starts with a value 

between 0.225 to 0.230 ns, appearing as a short initial constant stage; 2) After the first stage, the 

average lifetime for both alloys continuously decreases till it reaches a minimum value (~0.215 ns) 

at around 70 min. 3) After the average lifetime passes through a minimum, it increases again till 

~400 min, where it finds its maximum value of ~0.222 ns. 4) Finally the average lifetime in both 

alloys becomes stable or slightly decreases with an average value of 0.220 ns. From Stage 1 to 
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Stage 2, the average lifetime for 4-10X is slightly higher than 4-10, while in Stage 3, the average 

lifetime in 4-10 shows a faster increase than in 4-10X. 

 

Figure 4.9. Evolution of average lifetime in PALS as a function of natural ageing time 
indicating stages of the average lifetime for positron annihilated at T = 18 oC: fast decrease 

in the first 70 min, slow increase from 70 to 400 min and constant lifetime after 400 min. 

4.2.1.3. DSC 

Figure 4.10 shows the DSC curves for 4-10 and 4-10X after SHT in the temperature range 

from 30 to 150 oC, which corresponds to clustering during NA as the range marked “A” in Figure 

4.6. 
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Figure 4.10. DSC after SHT in the temperature range from 30-180 °C at a constant heating 
rate of 10 K/min showing overlapping peaks for the formation of cluster in 4-10 and 4-10X in 

the same temperature range. 

 

Two main overlapping peaks are observed in both alloys. They are located at ~60 and 85 oC. 4-10 

has much bigger clustering peaks with a maximum heat flow of ~0.0042 and 0.0046 mW/mg for 

peak 1 and 2, respectively. Besides the first two clustering reaction peaks, a third peak situated at 

~105 oC is found. In 4-10X, the 1st clustering peak overlaps with the 2nd clustering peak and 

appears as a shoulder.  

Figure 4.11 shows the DSC curves corresponding to the clustering process in 4-10 and 4-10X 

after different NA times at a constant heating rate of 10 K/min. 
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(a) 

(b) 

Figure 4.11. DSC curves corresponding to the clustering reaction in 4-10 and 4-10X after 
different NA times at a constant heating rate of 10 K/min. In (a), it is seen that in 4-10 after NA 
for 100 min, the 1st clustering process is hardly observed while the 2nd and 3rd clustering peaks 
appear more significantly. After longer NA time, the clustering peaks become weaker and the 

DSC curves shows a continuous dissolution reaction. In (b), 4-10X shows a similar trend. After 
NA for 100 min, the 1st clustering process is hardly observed but the 2nd and 3rd peaks are more 

pronounced. 

In alloy 4-10, the 1st reaction peak has become very small and is hardly observed in the DSC 

curve after NA for 100 min, see Figure 4.11a. However, the 2nd and 3rd clustering peaks become 

larger. After 130 °C, a clear continuous endothermic reaction is observed. After NA for 1000 min, 
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the heat effect of the 2nd and 3rd clustering reaction peaks become smaller. As NA time proceeds, 

only the 3rd clustering reaction peak is observed and its peak position is shifted to a higher 

temperature with longer NA time. The bigger slope for the endothermic reaction in the longer NA 

time shows that the continuous dissolution reaction becomes more significant. After NA for 100 

min in 4-10X, the 1st clustering process is hardly observed but the peaks for the 2nd and 3rd 

clustering process become more significant. The 3rd clustering peak is not visible in 4-10X 

without NA but becomes notable after NA for 100 min, as indicated by an arrow in Figure 4.11b. 

In summary, the formed clusters which correspond to the 1st clustering process promote the 

later clusters’ formation as a bigger clustering heat effect of the 2nd and 3rd is found in the sample 

after NA for 100 min. The clustering reactions which correspond to the 2nd and 3rd reactions are 

slow at ‘room temperature’ as the formation reaction heat is still easy to be identified after 10,000 

min of NA. The clusters formed during NA are the clusters that would be dissolved at elevated 

temperatures, as an endothermic dissolution reaction is observed in the sample with prior NA. 

Distinguished by the formation rates, clusters during NA measured by the DSC can be defined as 

two stages: 1) fast clustering reaction within 100 min (1st clustering peak) 2) slow clustering 

reaction (2nd and 3rd peaks). 

4.2.2. Precipitation during Isothermal AA 

4.2.2.1. The Evolution of Hardness 

 

Figure 4.12. Evolution of hardness during AA in alloys 4-10 and 4-10X after SHT and quenching. 
During AA, both alloys show typical ageing response, where the periods of under-aged, peak-

aged and over-aged are found. 4-10 shows faster hardening response and higher peak hardness 
than 4-10X. 
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Figure 4.12 shows the evolution of hardness for alloys 4-10 and 4-10X during AA at 180 oC 

as a function of time. An increase of hardness from the under-aged to the peak-aged condition is 

found for both alloys. The rate of increase in the under-aged condition is faster in 4-10 than in 4-

10X, but the time to reach the peak-aged condition in 4-10X is shorter than in 4-10. The peak 

hardness in 4-10 is ~10 HV higher than in 4-10X. 

4.2.2.2. TEM 

Figure 4.13 shows bright-field (BF) images of alloys 4-10 and 4-10X for different AA times 

(20, 60 and 240 min) after SHT. 

 

(a)    (b)    (c) 

 

(d)    (e)    (f) 

Figure 4.13. BF images of  alloy 4-10 AA for (a) 20 min, (b) 60 min and (c) 240min, and 
alloy 4-10X AA for (d) 20 min, (e) 60 min and (f) 240 min. In both alloys with longer AA time, 
both the number density and size of the needle-shaped precipitates increases. Comparing the 
same AA time, 4-10 has a higher number density but smaller size of the precipitates than 4-

10X. 
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The images are obtained by tilting the sample so that the electron beam is parallel to one of the 

<100> directions of the Al matrix and the precipitates are aligned along the <100> direction of the 

matrix. The end-on precipitates which are aligned along the electron beam appear as dot. The 

edge-on precipitates which are aligned perpendicularly to the electron beam show needle-like 

shapes, visible by the strain contrast around them. An increase of the number density and size of 

the precipitates is found in both alloys with increasing AA time.  

In 4-10, contrast from fine precipitates is observed in Fig 4.13a. Though some of these 

precipitates already show needle shape, as indicated by arrows, the shape of most of them is 

hardly defined due to their small sizes. When the sample is after AA for 60 min, the needle shape 

of the precipitates is clearly identified by their strain field contrast, see Figure 4.13b. The 

precipitates are finely distributed in the Al matrix and the length of the precipitates ranges from 5 

-10 nm. After AA for 240 min, no notable changes of the shape and size of the precipitates is 

found, when compared with sample AA for 60 min, see Figure 4.13b and c. 

In 4-10X, after AA for 20 min, fewer precipitates than in 4-10 after the same AA time are 

observed, see Figure 13d and a. However, the needle shape of the precipitates is more clearly 

identified. Figure 4.13e shows that no notable increase of the number of the precipitates is found 

after AA for 60 min, but the precipitates are longer than in 4-10. After AA for 240 min, the 

precipitates have grown to a large extent, see Figure 4.13f.  

A quantitative analysis on the number density, size and volume fraction of the precipitates 

has been done for samples of 4-10 and 4-10X AA for 240 min and is listed in Table 4.3. 

Table 4.3. Quantitative analysis on the precipitates for the samples of 4-10 and 4-10X AA for 240 min. The number 

density of the precipitates in 4-10 is higher than 4-10X, while the length is shorter, leading to a higher total volume 

fraction of the precipitates. 

Alloy 
Number density 

(×1022/m3) 
Length (nm) Diameter (nm) 

Volume 

fraction(×10-2) 

4-10 7.8 13.9 ± 2.6 1.9 ± 0.5 0.31 

4-10X 3.0 24.3 ± 8.5 2.3 ± 0.4 0.23 
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Twice as many precipitates are found in 4-10 than in 4-10X, but with a smaller length and 

diameter. The length of the precipitates in 4-10X scatters a lot, representing a larger range of 

growth rates of the precipitates in 4-10X. 4-10 has a higher volume fraction of the precipitates 

than 4-10X with a ratio of ~1.3. 

Figure 4.14 visualises the morphology of the precipitates around the Fe-rich intermetallics in 

4-10X after AA for 60 and 240 min. 

(a)  (b) 

Figure 4.14. BF images of 4-10X after AA for (a) 60 min and (b) 240 min showing 
precipitate-free zone(PFZ) around the intermetallics with its width of ~50 nm. 

It is found that there is a region around the intermetallics where no precipitates are present i.e. 

this area can be regarded as precipitate-free zone (PFZ), see Figure 4.14a. The width of this zone 

is ~50 nm. Outside the PFZ, precipitates are present and have a morphology similar to what is 

found in the Al matrix. A similar PFZ is also found in the sample after AA for 240 min, see 

Figure 4.14b. 

4.2.3. Relationship between NA and AA (Negative Strength Response) 

4.2.3.1. Hardness 

Figure 4.15 shows the evolution of hardness for alloy 4-10 and 4-10X during AA after 

different NA times. 
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(a) 

(b) 

Figure 4.15. Evolution of hardness during AA after different NA times for (a) 4-10 and (b) 4-
10X. NA for 5 min brings negligible negative effect on the successive AA, while NA for 60 

and 10080 min brings significant and similar negative effect on the successive AA. The 
negative effect is more pronounced in 4-10 than in 4-10X. 

An increase in the initial hardness values (after AA for 2 min) with NA time is found in both 

alloys after NA. By the extent of negative effect, two groups are categorised: Group I) Samples 

with NA time shorter or equal to 5 min. Group II) Samples with NA time longer than 60 min. In 

Group I, the sample NA for 5 min shows a similar hardening behaviour compared to the sample 

without delay except a slightly sluggish response of the increase of hardness for AA time < 30 
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min. In Group II, a similar hardening is observed in both samples: First, an incubation period is 

observed with nearly no increase or even a slight decrease in hardness for AA time < 60 min. 

Then, the hardness starts to increase up to the peak aged condition after AA for 60 min. Peak 

hardness is reached after AA for 1440 min, i.e. compared to the samples of Group I, more time is 

needed.  

The influence from NA is not as pronounced in 4-10X as it is in 4-10. The significant 

different in the hardness for the two groups in 4-10 is not observed in 4-10X. In contrast, slightly 

faster hardening behaviour observed in 4-10X which has NA for 5 min. Moreover samples after 

NA for 60 and 10080 min have a slightly higher hardness than without NA, although the time to 

reach peak-aged condition is longer. 

4.2.3.2. TEM 

Figure 4.16 are the BF TEM images showing the morphology of the precipitates in alloys 4-

10 and 4-10X after NA for 60 min then AA for 240 min. 

  

(a)     (b) 

Figure 4.16. BF images of (a) 4-10 and (b) 4-10X after firstly NA for 60 min then AA for 240 
min. A decrease of the number density is observed in both alloys. The decrease in 4-10 is 

more obvious than in 4-10X. The size of the precipitates is larger in 4-10 but similar in 4-10X 
for NA. 

From these images, the number density of the precipitates is significantly lower in 4-10 with NA 

comparing to the sample without NA, see Figures 4.16a and Figure 4.13c. The length of the 

precipitates is longer in sample without NA, with average value of 19.4 ± 5.2 nm. In 4-10X, the 

change of the number density of the precipitates is not as significant as in 4-10. Similar to 4-10, 

the average length of the precipitates increases with the average value of 35.1 ± 13.1 nm. 
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4.2.3.3. DSC 

Figure 4.17 shows the DSC curves for 4-10 and 4-10X after different NA time in the 

temperature range of ߚ" formation.  

(a) 

(b) 

Figure 4.17. DSC curves for (a) 4-10 and (b) 4-10X after different NA times in the 
temperature range of “formation. After NA for more than 100 min, the formation peak in 4-
10 and 4-10X shifts from 260 oC to 275 oC and from 245  oC to 265 oC, respectively. Longer 
NA time only influences the height of the peak but does not affect on the peak position very 

much as shown in (a).  
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In 4-10, the position of the formation peak for ߚ" shifts from 260 oC to 275 oC after NA for 100 

min, see Figure 4.17a. Longer NA time does not influence the position of the formation peak for 

 very much. It is noted that the formation peak shifts back a little bit to the lower temperature "ߚ

for sample NA for 10000 min. On the other hand, longer NA time influences the shape of the 

formation peak. With longer NA time, peak becomes wider but with lower height. In 4-10X, the 

 formation peak temperature is 20 K higher in sample NA for 100 min compared to the sample "ߚ

without NA, as shown in Figure 4.17b. 

4.3. Effect of Other Additional Trace Elements on Intermetallics, 
Clustering and Precipitation 

0.01 wt.% Cr or 0.04 wt.% Cu was added as additional trace elements to alloys 4-10 and 4-

10X, and are designated as 4-10(X)Cr and 4-10(X)Cu respectively. The morphology of the 

intermetallics when Cr or Cu is added is shown in Figure 4.18. The composition of the 

intermetallics as measured by micro probe is given in Table 4.4. Another alloy which both 0.01 

wt.% Cr and 0.04 wt.% Cu are added in alloy 4-10X (4-10XCrCu) is also tested but showing no 

difference with 4-10XCu, therefore the result of 4-10XCrCu is not shown in this work. 

 

 (a)  (b) 

Figure 4.18. Light microscopy showing the morphology of the intermetallics in (a) 4-
10XCr and (b) 4-10XCu. The composition on the intermetallics marked with numbers is 

given in Table 4.4. 
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Table 4.4. Composition in at. % on the intermetallics in 4-10XCr and 4-10XCu 

Label Mg Si Mn Fe Cr Cu 

27 0.2 11.3 0.8 8.5 - - 

28 0.1 8.7 4.2 9.3 0.3 - 

29 0.2 8.6 2.4 7.8 0.2 - 

30 0.2 9.0 1.8 11.4 0.1 - 

31 0.2 14.3 0.6 11.7 - - 

32 0.1 8.0 4.0 8.7 0.4 - 

16 0.2 15.2 0.7 11.6 - - 

18 0.2 7.5 3.2 7.6 - 0.1 

19 0.2 8.0 3.8 8.7 - 0.1 

20 0.3 8.2 0.4 5.7 - - 

21 0.2 7.6 3.6 8.8 - 0.1 

24 0.1 8.5 4.0 9.4 - 0.1 

 

Fine Fe-rich intermetallics with similar size as in 4-10X dispersed in the matrix are found for both 

alloys, as shown in Figure 4.10a and b. It is also found that Cr or Cu is present in Mn-containing 

intermetallics -Al(Fe, Mn)Si. 

Figure 4.19 shows the DSC curves for all the alloys directly after SHT at a constant heating 

rate of 10 K/min. 
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 (a) 

 (b) 

Figure 4.19. DSC curves of alloys directly after SHT with different additional elements in the 
(a) 4-10 and (b) 4-10X groups. Cu lowers the magnitude of the formation peak of ߚ", while it 
increases the magnitude of the formation peak of ߚ′ in 4-10. Cr shows no notable influence. 

On the other hand, Cu and Cr only change the magnitude and position of the precipitate 
formation peak of ߚ". 

When Cr is present in 4-10, no notable changes are observed in the DSC signal as shown in 

Figure 4.19a. The ߚ"  peak temperature only slightly shifts to lower temperature. Significant 

changes in the formation peaks are found in Cu-containing 4-10: the  ߚ" peak is smaller with its 

maximum heat flow only up to ~0.03 mW/mg, while a much larger ߚ′ peak with its maximum 
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heat flow up to 0.038 mW/mg is observed. Dissolution starts much earlier at 350 oC. The effect of 

the additional Cr and Cu on precipitation is similar in 4-10X, as shown in Figure 4.19b: Larger 

clustering peaks and the shift of the peak temperature of ߚ" to lower temperature are observed. 

Figure 4.20 shows a comparison of the clustering reaction obtained by DSC in all alloys.  

 (a) 

 (b) 

Figure 4.20. Comparison of clustering reaction measured by DSC in all alloys: (a) DSC 
signals and (b) heat effect under the DSC curves. In the 4-10 group, both of Cr and Cu lower 
the clustering effect. The effect from Cu is more significant. On the other hand, in the 4-10X 

group, Cr and Cu both increase the heat effect of clustering. 
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As three clustering stages in the 4-10 group and two clustering stages in the 4-10X group are 

observed, addition of Cr/Cu does not influence the general clustering stages, see Figure 4.20a. 

However, the 1st clustering peak is not obvious when Cu is added to 4-10, while the feature of the 

two overlapping clustering reaction peaks is more obvious when Cr/Cu is added to 4-10X.  

In order to compare the total heat effect ݍ for clustering within the alloys, q	is defined as  

ݍ ൌ  ሺܪ െ ሻ݀ܶܪ
்

்బ
         (4.1) 

where ܪ and ܪ are the heat flows measured and the baseline of the heat flow, as indicated 

by the arrow in Figure 4.20a, ܶ  and ܶ	is the onset and end temperature for the clustering 

reaction, respectively. 

Figure 4.20b shows the heat effect calculated from equation 4.1 for all alloys. It is found that 

the alloys in the 4-10 group have a larger heat effect compared to those of the 4-10X group. In the 

4-10 group, both addition of Cr and Cu lower the clustering heat effect, while the effect is more 

pronounced in the Cu containing alloy, which is 0.2 J/g lower. However, addition of both Cr and 

Cu increases the clustering heat effect in the 4-10X group. 

Figure 4.21 shows the evolution of hardness in the alloys during AA directly after SHT. In 

the 4-10 group, similar hardening behaviour is obtained in all three alloys. The only difference is 

that the decrease in hardness during over ageing is faster in Cr and Cu containing alloys. In the 4-

10X group, lower hardness in the initial stage of AA for 4-10XCr and 4-10XCu is observed, see 

Figure 4.21b. After AA for 15 min, a faster hardening response is found in Cr and Cu containing 

alloys and the time to reach the peak-aged condition is shorter (~60 min) than in 4-10X (~120 

min). Moreover, they possess ~10 HV higher peak hardness than 4-10X. However over-ageing 

comes faster than in 4-10X. 
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(a) 

(b) 

Figure 4.21. Evolution of hardness during AA in: (a) 4-10 and (b) 4-10X groups showing the 
effect on Cr and Cu. Direct ageing after quenching. 

Figure 4.22 shows TEM BF images of alloys containing Cr or Cu in the 4-10 and 4-10X 

groups after AA for 240 min. 
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 (a)   (b) 

 (c)   (d) 

Figure 4.22. BF images of (a) 4-10Cr, (b) 4-10Cu, (c) 4-10XCr and (d) 4-10XCu after AA for 
240 min showing only a slight difference in the precipitates’ morphology in the 4-10 group, 

while higher number density and shorter precipitates are found in the 4-10X group. 

The morphology of the precipitates after AA is not changed when small amounts of Cr and Cu are 

added. When Fe is not present, i.e. in the 4-10 group, no notable difference in the number density 

and length of the precipitates is found in the Cr and Cu-containing alloys. On the other hand, in 

the 4-10X group, a higher number density of shorter precipitates is observed. 

Figure 4.23 shows the evolution of the hardness for alloys containing Cr/Cu. Two groups of 

hardness courses are found as in 4-10 and 4-10X alloys. The negative strength response is already 

established within 60 min of NA. The negative strength response of alloys in the 4-10 group is 

more significant than in the 4-10X group. When Cu is added the negative strength response is less 

both in 4-10Cu and 4-10XCu. Also, after NA for 5 min, a slight positive strength response for the 

successive AA is observed in 4-10XCr and 4-10XCu, where higher hardness is found. 
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(a) (b) 

(c) (d) 

Figure 4.23. Evolution of hardness in (a) 4-10Cr, (b) 4-10Cu, (c) 4-10XCr and (d) 4-10XCu 
for different NA times before AA. The general trend on the negative effect does not changed, 

but when Cu is added, 4-10 and 4-10X shows less negative effect. 

4.4. Summary of Chapter 4 

In this chapter the main results are: 

1) During SHT at 540 oC, the samples are partially and full recrystallised within 2 min of 

SHT in alloys 4-10 and 4-10X, during which Si-rich precipitates are formed. After 5 min, the 

formed secondary Si-rich precipitates have dissolved together with the fine Si-rich intermetallics, 

and grain growth is observed in 4-10. After SHT for 60 min, extensive grain growth has taken 

place in 4-10, unlike 4-10X, where no notable grain growth is observed. 

2) Similar precipitation reactions during DSC runs are observed for both 4-10 and 4-10X, but 

a larger heat effect of clustering and a sharper formation peak of ߚ"  located at a higher 

temperature is found in 4-10. A higher number density of precipitates with smaller average length 

is observed in 4-10. Its volume fraction is larger than in 4-10X. 
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3) Different stages of clustering during NA are found for both alloys. Clustering within the 

first 100 min contributes most to the negative effect. 

4) Cu directly affects the precipitation sequence with a smaller formation peak of ߚ" but 

larger ߚ′ . A smaller 1st clustering peak is found in alloy 4-10Cu. This smaller heat effect 

corresponds to weaker negative strength response. 

5) Cr and Cu both increase the clustering reaction in the Fe-containing alloy and a stronger 

negative effect is found than in base 4-10X. A higher number density with smaller average length 

of the precipitates is observed in both 4-10XCr and 4-10XCu. 
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5. Results of Kinetic Monte Carlo Simulation 

5.1. Visualisation of Clusters 

(a) (b) 

(c) (d) 

(e) 

Figure 5.1. Simulated atom distributions at the (a) initial state, (b) t=1 min, (c) t=10 min, (d) 
t=100 min, (e) t=1000 min for 4-10. Purple: Mg, blue: Si and green: vacancy. Al atoms and 
isolated Mg/Si atoms are not shown. Dimers and trimers exist in the initial stage already and 

rapidly develop during NA. In the final stage, small and big clusters coexist in the system. 
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In the simulation, clusters are defined to be any configuration of two or more neighbouring 

solute atoms. Visualisation of the clusters is done by a free visualization software Vesta [87] for 

image reconstruction. 

Figure 5.1 shows the reconstructed 3D mapping of clusters together with the position of the 

vacancy for different NA times obtained by the KMC simulation. As shown in Figure 5.1a, at the 

initial stage, dimers and trimers exist in the random computer-generated system. The vacancy is 

randomly located at a position which is only surrounded by Al atoms. A marked increase of the 

number density of clusters is found after NA for 1 min, Figure 5.1b. Clusters are small and most 

of them contain only few atoms. Dimers and trimers are easily identified. At this time, the 

vacancy has diffused to the position next to one of the small clusters and is attached to the solutes. 

No significant changes of the number density are visible after NA for 10 min, see Figure 5.1c. 

The size of some of the clusters increases: several solute chains and bigger clusters with a loose 

structure appear. The vacancy has diffused to another position and is still attached to a solute 

which belongs to a dimer in the upper right corner. In Figure 5.1d, clusters with more than 10 

atoms are observed after NA for 100 min in certain positions of the simulated box. Some clusters 

arrange to a relatively condensed structure as indicated by arrows in Figure 5.1d. The vacancy is 

now trapped inside one of the clusters in the upper position of the simulated box. In the final stage 

of the simulation, fewer of clusters are observed, while several big and condensed clusters are 

found, see Figure 5.1e. The biggest cluster at the lower right corner of the simulated box 

containing more than 50 atoms shows an ordered arrangement of solute atoms, where Si and Mg 

atoms are aligned layer by layer. Meanwhile, the vacancy has been trapped in the biggest cluster. 

5.2. Stages of Clustering 

Figure 5.2 shows the calculated cluster density and fraction of solutes in clusters as a function 

of NA time. 
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Figure 5.2. Calculated cluster density and fraction of solutes in clusters as a function of NA 
time. Both the number density and fraction of solutes in clusters increase before the first 2 

min of NA. The number density then decreases while the fraction of solutes in the cluster still 
increases. In the final stage of the simulation, the fraction of solutes in the cluster is 

saturated while the number density of the cluster continues to decrease. 
 

Three stages are identified by judging the changes of the number density and solute fraction 

in the clusters: 

Stage 1 (0–2 min): Clustering starts from pre-existing clusters which have ~6×1025 /m3 in 

number density and contain ~18 % of all the solute. Correlated with Figure 5.1a, it is known that 

these are mainly dimers and trimers. After a slow period of increase, both number density and 

solute fraction increase simultaneously and rapidly for 2 min, when the number density finds its 

maximum value of ~1.6×1026 /m3 and the solute fraction is now ~58 %. 

Stage 2 (2–10 min): After 2 min, the number density of clusters starts to decrease while the 

solute fraction still continuously increases. The fact that more solutes is bound in the clusters 

shows that the average size of the clusters increases while some clusters vanish. Correlated with 

Figure 5.1b and c, growth of some clusters by consuming individual solute atoms and other 

clusters already formed in their surrounding is found. 



Chapter 5 Results of Kinetic Monte Carlo Simulation  

56 

Stage 3 (10–1000 min): The fraction of solute levels off at, which is ~60 %, while the number 

density of clusters continuously decreases till the end of the simulation. This indicates that there is 

an equilibrium between solute atoms attaching to a cluster and leaving a cluster during this 

process, while the change of the number of clusters is caused by coalescence among clusters. 

5.3. Size Distribution of Clusters 

(a)  (b) 

(c) (d) 

(e) 

Figure 5.3. Size distributions of clusters after different NA times: (a) initial stage, (b) t=1min, 
(c) t=10 min, (d) t=100 min and (e) t=1000 min. Smaller clusters (< 15 atom) develop in the 

first 2 min of NA while in the later stage, a population of big clusters gradually develops. 
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The size distribution function 	݂ሺݔሻ of clusters is defined as: 

݂ሺݔሻ ൌ
ேೣ௫

ேೌ
ൈ 100%         (5.1) 

where ௫ܰ is the number of clusters containing ݔ solutes and ௧ܰ௧ is the total number of solutes 

in al cluster. ݂ሺݔሻ corresponding to the same times selected for 3D mapping in Figure 5.1 is 

plotted in Figure 5.3. Corresponding to Figure 5.1a, it can be shown in Figure 5.3a that only 

dimers and trimers contribute to the size distribution. The contribution of dimers and trimers is 

12 % and 2 %, respectively. After NA for 1 min, the contribution from dimers increases to ~17 % 

while for trimers is ~12 %. The main population are clusters with less than 5 atoms, see Figure 

5.3b. Clusters with more than 10 atoms also appear but their contribution is negligible. The 

cluster size distribution has broadened with its tail reaching to about 25 atoms after NA for 10 

min, see Figure 5.3c. The contribution from dimers and trimers has decreased to 14 % and 11 %, 

showing that some of the dimers and trimers merge with each other or are adjacent to bigger 

clusters and are not counted as small clusters anymore. Another population of size distribution 

located in the range of 15 to 30 atoms appears but is still not significant. The population of the 

bigger continuous to develop and is more prominent, see Figure 5.3d. In the final stage of the 

simulation, Figure 5.3e, the contribution from the small clusters (less than 10 atoms) further 

decreases, while a clear population of big clusters with its peak contribution located at around 65 

solute atoms is found. A cluster corresponding with this size is that shown in the lower right 

corner in Figure 5.1e. 

5.4. Vacancy Movement during Clustering 

During cluster evolution, the vacancy can be in various environment that can be categorised 

as follow: 1) in the matrix, Figure 5.4a; 2) binding with a single solute, Figure 5.4b; 3) bound to 

with a cluster and located on its surface, Figure 5.4c; 4) trapped and located inside a cluster, 

Figure 5.4d. 
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(a) (b) 

(c) (d) 

Figure 5.4. Typical example for the different environments of the vacancy (mapping from the 
simulation data at a certain time): (a) ݅ =1: with 12 Al atoms (Al atom is invisible), (b) ݅ =2: 
binding with one single solute (Mg or Si), (c) ݅ =3: binding with a cluster (on the interface 
between cluster and Al matrix) and (d) ݅ =4: located inside a cluster that has been pulled 

apart perpendicular to a plane. 

The definition of the fraction of time ݃ሺݐሻ that the vacancy stays in a specific environments ݅ as 

shown in Figure 5.4, is: 

݃ሺݐሻ ൌ
௧
௧
,           (5.2) 

where ݐ  is the time the vacancy spends in the ݅௧ environment (݅ = 1: in the matrix, 2: binding 

with a single solute, 3: binding with a cluster, 4: trapped inside a cluster). A vacancy is considered 

trapped in a cluster if at least 3 pairs of solute atoms can be identified, where the vacancy lies in 

the line connecting the atoms of each pair. 

Figure 5.5 shows the fraction of time that the vacancy spends in a specific environment. In 

the initial stage, the vacancy spends most of its time either in the Al matrix or with one single 

solute atom. As clustering proceeds, the fraction of time for the vacancy in such environments 

decreases and drops to close to 0 till the end of the simulation. On the other hand, the fraction of 

time for vacancy binding with a cluster, though it starts with a lower value of ~0.27, increases 
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until NA for 3 min and becomes the most frequent configuration with the value of ~0.45. After 3 

min, this frequency stays relatively constant till the time reaches 8 min. Then it decreases till the 

end of the simulation. The first 1 min sees no significant change of the time the vacancy spends 

inside a cluster. After 1 min, this time starts to increase. After 30 min, when the value exceeds the 

value for vacancy binding to the surface of a cluster, the vacancy is mostly trapped inside a cluster. 

 

Figure 5.5. Frequency of the vacancy in specific environments. In the initial stage, vacancy 
either associates in all Al atoms or binds with a single solute while after longer NA time, the 

vacancy prefers to bind with a cluster or stay inside a cluster. 

5.5. Position Changes between Vacancy and Atoms 

During clustering, the vacancy diffuses by changing its position with one of its NNB atoms, 

which can be Al, Mg or Si. The fraction of time the vacancy changes its position with Mg, Si or 

Al is studied by using the same fraction function (Eq. 5.2) with ݅ = 1: vacancy changing position 

with Si, ݅ = 2: with Mg site and ݅ = 3: with Al site, see Figure 5.6. Note that the vacancy always 

changes its sites in each step of the simulation, see Sec. 3.2.2. 
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Figure 5.6. Frequency of the vacancy changing position with Si, Mg or Al. There is a high 
probability for the vacancy changing with the Si site. The probability of changing site with 

Mg increases after NA for 100 min. On the other hand, the probability of the vacancy 
changing site with Al monotonically decreases. 

It is found that the vacancy changes its position mostly with Si, having a much higher time 

fraction than with Mg or Al. Although the Si/Mg ratio is 2.5 in 4-10, the probability of changing 

with Si is always 30 times higher than with Mg. This fraction starts to increase after it has passed 

a stage with a relatively constant value from the beginning to 0.1 min. The increase lasts for about 

200 min and the fraction ends up with a decrease stage from 200 min to 1000 min. The fraction of 

time for the vacancy changing position with Mg is very low. It starts with a value of 0.005 and 

increase to 0.01 till 100 min of NA. However, after 100 min, a rapid increase of the frequency is 

found. At the end of the simulation, up to 0.035 of its time the vacancy changes position with Mg. 

In this final stage, the fraction of time the vacancy changes its position with one of the solutes 

(Mg, Si) has reached 0.99. In contrast, the time fraction the vacancy changes position with Al 

starts with the value of 0.08 and keeps constant till 0.1 min. A monotonic decrease of the 

probability is found till the end of the simulation showing that after long NA the vacancy rarely 

stays in the matrix. 

5.6. Limitation of the Simulation on Clustering 

The results of the simulation are given by the 12 input parameters listed in Table 3.4 and 3.5 

that have been taken from literature. When these parameters vary, changes of the simulation 
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results are possible. For example, the vacancy formation energy (enthalpy and entropy) influences 

the physical time assigned to each Monte Carlo Step and also the jump frequency of atoms. The 

values varies between different sources, and in extreme cases, the physical time can expand or 

shrink by 2 orders of magnitude by changing the jump frequency of the atom. On the other hand, 

the size and composition of the clusters strongly depends on the interaction energies, see Eq. 3.5. 

A repulsive binding between vacancy and Mg with a different absolute value is found in Ref. 88, 

which would slow down the diffusion of Mg is accepted. Therefore in the simulation, in order to 

avoid an eclectic choice of parameters, all parameters were taken from two well-documented 

sources. Several studies [89, 90] speculate that in the early stage of clustering, Si clusters and Mg 

clusters develop firstly, after which they further evolve to Mg and Si co-clusters. However, this is 

not observed in this simulation because both Mg-Mg and Si-Si interaction energies are repulsive. 

As mentioned in Ref. 51, if the stress field influencing the mechanism of solute diffusion at the 

beginning is considered, Mg and Si clusters could form in earlier stage. This has not been 

implanted into the diffusion model yet.  

5.7. Summary of Chapter 5 

Through simulation, clustering stages have been observed during NA, those are: 

Stage 1): From 0 to 2 min, fast formation of small clusters and a rapid increase of the solute 

fraction in clusters is observed. During this period, the vacancy spends most of its time in the Al 

matrix or with a single solute. When it changes its site, it prefers to change with Si, meaning that 

Si drives the kinetics of clustering in this stage. 

Stage 2): From 2 min to 10 min, the increase of solute fraction slows down while the number 

density of cluster decreases. Big cluster starts to develop by consuming single solute or smaller 

clusters. The vacancy starts to be bind with clusters or is even sometimes temporarily trapped 

inside clusters. 

Stage 3): From 10 min to 1000 min, the solute fraction is saturated while the number density 

of clusters decreases. Big clusters continue to develop, among which some of them have more 

than 60 solute atoms. The vacancy is mostly trapped inside the clusters and changes of position 

with Mg atoms become more frequent. 
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6. Discussion: Thermal Analysis  

6.1. Kinetic Model of Clustering and Precipitation Process based on 
DSC Data 

Thermal analysis based on DSC measurements provides information on macroscopic kinetics 

[54]. In order to understand the different stages of clustering and their effect on subsequent 

precipitation, the kinetics of clustering and precipitation in the alloy system has to be studied. In 

this work, isochronal DSC measurements at different heating rates were performed. A model-free 

method is first applied to obtain the effective activation energies, after which a specific reaction 

model is selected. Finally, the model is applied to obtain all the kinetics parameters. 

Model-free analysis starts with the assumption that the transformation rate of a certain 

reaction is a product of two functions: one depends on the temperature ܶ and the other on the 

transformation fraction [91 ,54] ߙ 

ௗఈ

ௗ௧
ൌ  ሻ          (6.1)ߙሺܶሻ݂ሺܭ

where ܭሺܶሻ ൌ ሺെ	expܭ
ொ

ோ்
ሻ         (6.2) 

where ܭ  is a constant with the unit s-1 and ܳ  is the effective activation energy. The term 

“effective” used here expresses that ܳ a value derived from ߙ, which, however, could be caused 

by various ractions. A range of ݂ሺߙሻ have been proposed for different specific reaction functions 

[54, 91, 92]. Some are listed in Table 6.1. Among them, D1, D2 and D3 represent the functions 

for different dimensional diffusion in both solid and liquid, while R1, R2 and R3 refer to phase 

boundary controlled reactions. F1 or E1 are used for random nucleation with delay or chemical 

reaction, respectively. The most frequently function used for solid phase transformations is the 

Avrami-Erofeev equation (An), which can be incorporated with Johnson–Mehl–Avrami–

Kolmogorov (JMAK) kinetics and is defined as 

݂ሺܽሻ ൌ ݊ሾെ lnሺ1 െ ሻሿߙ
షభ
 ሺ1 െ  ሻ        (6.3)ߙ

Once ܳ ܭ ,  and ݂ሺߙሻ  or ݊  in the JMAK kinetics have been obtained, the kinetics of the 

transformation can be fully described. 
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Table 6.1. Expressions of ݂ሺߙሻ for some selected common mechanisms in solid-state reactions. 

Mechanism Symbol ݂ሺߙሻ Ref. 

Reaction order model Fn ሺ1 െ  ሻ 91, 92ߙ

Random nucleation and growth of 
nuclei (Avrami-Erofeev equation) 

An ݊ሾെ ݈݊ሺ1 െ ሻሿߙ
ିଵ
 ሺ1 െ  ሻ 93ߙ

1D diffusion (parabolic law) D1 
1
ߙ2

 92, 93 

2D diffusion (bidimensional 
particle shape) 

D2 
1

ሾെln ሺ1 െ ሻሿߙ
 92, 93 

3D diffusion (tridimensional 
particle shape) Jander equation 

D3 
3ሺ1 െ ሻଶ/ଷߙ

2ሾ1 െ ሺ1 െ ሻଵ/ଷሿߙ
 92, 93 

3D diffusion (tridimensional 
particle shape) Ginstein-

Brouhnstein equation 
D4 

3

2ሾሺ1 െ ሻିߙ
ଵ
ଷ െ 1ሿ

 92, 93 

Phase boundary controlled reaction 
(1st order) 

R1 1 91 

Phase boundary controlled 
reaction (2nd order: contracting 

cylinder) 
R2 

ሺ1 െ  ሻଶ 91ߙ

Phase boundary controlled reaction 
(3rd order) R3 ሺ1 െ  ሻଶ/ଷ 91ߙ

Exponential law E1 91 ߙ 

 

6.1.1. Determination of the Effective Activation Energy ࡽ  

The analysis normally starts by obtaining the effective activation energy ܳ, as generally ݂ሺߙሻ 

is unknown at the onset of the analysis. ܭ can only be obtained if ܳ and ݂ሺߙሻ are determined. In 

general, two approaches are applied to obtain ܳ , the rate isoconversion and integration 

isoconversion methods. The different approaches in obtaining ܳ by these two methods are shown 

below. 

a) Rate isoconversion method: 

The rate isoconversion method involves first inserting Eq. 6.2 into Eq. 6.1 and taking the 

natural logarithm on both sides,  
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ln ቀ
ௗఈ

ௗ௧
ቁ ൌ െ

ொ

ோ்
 ln	ሺ݂ሺߙሻܭሻ,        (6.4) 

where ܶ  is the temperature at which the transformed volume reaches a fixed fraction. When 

experiments with constant heating rate ߔ are performed, ܳ can be obtained from the slope of 

lnሺ݀ݐ݀/ߙሻ versus 1/ ܶ by inserting ߔ and rewriting Eq. 6.4 as 

ln ቀ
ௗఈ

ௗ்
ቁߔ ൌ െ

ொ

ோ்
 ln	ሺ݂ሺߙሻܭሻ.        (6.5) 

b) Integration isoconversion method: 

The integration isoconversion method is also called as generalized Kissinger method [91]. In 

this method, Eq. 6.2 is also inserted into Eq. 6.1 and but then integrates by separation of variables: 


ௗఈ

ሺఈሻ

ఈ


ൌ
బ
ః
 ݔ݁ ቀെ

ொ

ோ்
ቁ ݀ܶ ൌ

బொ

ఃோ


ୣ୶୮	ሺି௬ሻ

௬మ
ݕ݀

ஶ
௬

்


,     (6.6) 

where ݕ ൌ ܳ/ܴܶ, and y ൌ Q/RT. By assuming	y ≫ 1, the integral part ሺݕሻ in Eq. 6.6 can be 

approximated as 

ሻݕሺ ≅ ୣ୶୮	ሺି௬ሻ

௬మ
.          (6.7) 

Putting Eq. 6.7 into Eq. 6.6 and taking the natural logarithm on both sides, 

ln 
ௗఈ

ሺఈሻ
ൌ ln ቀ

బொ

ோ
ቁ  ln ൬

ଵ

ః௬
మ൰ െ ݕ

ఈ


.       (6.8) 

Therefore, at a fixed fraction of transformation, Eq. 6.8 becomes, 

ln ൬
ః

்
మ൰ ൌ െ

ொ

ோ்
  ଶ,          (6.9)ܥ

where ܥଶ is a parameter that is independent of ܶ and ߔ. It should be noted that when using the 

temperature at maximum transformation rate ܶ instead of	 ܶ, Eq. 6.9 yields the original Kissinger 

method [94]. 

Before	ܳ is obtained by the two methods, the volume fraction ߙ is determined by 
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ߙ ൌ
 ሺுିுబሻௗ்
ೞ
బ

 ሺுିுబሻௗ்

బ

,          (6.10) 

where  ሺܪ െ ሻ݀ܶܪ
ೞ்

బ்
 is then the heat effect from the onset temperature ܶ  up to a given 

temperature ௦ܶ   and  ሺܪ െ ሻ݀ܶܪ
்

బ்
 is the total heat effect of the whole reaction during the DSC 

run.  

6.1.1.1. Effective Activation Energy ࡽ for clustering 

After obtaining ߙ, both methods are then applied to obtain ܳ for the clustering peaks of 4-10 

directly after SHT. The corresponding analysis is shown in Figure 6.2. From the slopes of the 

linear fit, ܳ at different fractions of transformation is obtained for alloy 4-10 after SHT and is 

given in Figure 6.3. 

(a) (b) 

Figure 6.2. Examples of plots of (a) ln ൬
ௗఈ

ௗ்
൰ vs. 1000/ܴ ܶ and (b) ln ൬

ః

்
మ൰ vs. 1000/ܴ ܶ to 

obtain ܳ by the rate isoconversion and integration isoconversion methods, respectively. 
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Figure 6.3. ܳ for clustering after SHT in alloy 4-10 obtained  by different methods. It 
shows that by both methods, an increase of ܳ is found.  

Both methods predict that ܳ starts with a low value of ~50 kJ/mol. No pronounced change of the 

value of ܳ is observed till the clusters have transformed to ~0.3 fraction. Then ܳ increases rapidly 

in both methods and ends with a value of ~100 kJ/mol. However, the ܳ values obtained by the 

rate isocoversion method fluctuate more, especially at the beginning and in the end of the 

transformation. Moreover, after the transformation has reached 0.3, the value of ܳ obtained by the 

rate isocoversion method are about 5 –10 kJ/mol higher than by the integration isocoversion 

method at the same fixed transformed fraction. Though the rate isoconversion method avoids 

mathematical approximation, the value of dα/dt is very sensitive to the baseline as the slope of 

the baseline of the heat flow is also counted during linear fitting from which the slope yields to ܳ. 

This could be the reason for the fluctuation and the higher values of ܳ. On the other hand, the 

integration isocoversion method brings other possible error. For example, when y ൌ Q/RT < 20, 

which is for the onset of the clustering reaction T=303.15K, meaning ܳ < 48 kJ/mol, the error 

caused by the approximation of the integral will be markedly increased [94]. 

As both methods provides ܳ  in the same range while the results fluctuate less in the 

integration isocoversion method, only the latter will be used and discussed in the following study. 

ܳ is shown only for the volume fraction ranging from 0.1 to 0.8 due to the fact that outside this 

range the inaccuracy on ܳ cannot be neglected [95]. The clustering reaction in 4-10 and 4-10X is 

similar, but 4-10X shows a smaller heat effect, as shown in Figure 4.10. The weak DSC signal for 
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4-10X would bring significant error for the kinetics study. Therefore, only DSC results for 4-10 is 

used for the analysis.  

The increasing ܳ according to the volume fraction of clustering, see Figure 6.3, indicates that 

several parallel reactions are involved [96]. Thus, the ܳ for clustering in 4-10 after SHT without 

NA, with NA for 100 min and 1000 min is calculated and given in Figure 6.4. 

 

Figure 6.4. Changes of 	ܳ for clustering as a function of volume fraction in alloy 4-10 after 
SHT without and with prior NA for 100 min and 1000 min. The result for sample directly 

after SHT is taken from Figure 6.3.  

Recall from Figure 4.10 and from Figure 6.4, that the sample without NA shows three clustering 

peaks and its ܳ value starts from a low value of ~50 kJ/mol and keeps fairly stable until the 

fraction of cluster transformation is 0.3. After this, ܳ increases to ~70 kJ/mol until the volume 

fraction reaches 0.8. When the sample is NA for 100 min, the 1st clustering peak has become very 

weak and the other 2 peaks are more significant. In this case, ܳ starts with a slightly higher initial 

value than the sample without NA. No constant value for ܳ is observed but a continuous increase 

until ܳ reaches 80 kJ/mol. Only the 2nd and 3rd peaks are observed in the sample NA for 1000 min, 

as shown in Figure 4.10. The ܳ value corresponding to 2nd and 3rd peak is stable with only a slight 

increase from 82.5 kJ/mol to 86 kJ/mol. Therefore, from the above results, the 1st clustering 

process is a process with a low ܳ while the 2nd and 3rd are processes with a high and similar ܳ. 
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6.1.1.2. Effective Activation Energy ࡽ for ࢼ" formation 

As shown in Figure 4.6, the formation peak of	ߚ" in 4-10 exhibits a shoulder which could be 

caused by either an alternative diffusion path during ߚ" formation or by the formation of other 

kind of precipitate. In order to obtain ܳ by using the integration isoconversion method that has 

been used previously for clustering and due to the uncertainty on the reaction type of the shoulder 

position, the "ߚ	  reaction including the shoulder is deconvoluted into two Gaussian functions 

within the temperature range from 200 oC to 280 oC by using the program Peak Analyzer in 

Origin pro 8.5. The procedure is demonstrated in Figure 6.5.  

 

Figure 6.5. Gaussian fitting for the overlapping precipitation peaks in alloy 4-10 in the DSC 
trace obtained directly after SHT. Part of the ߚ′ peak is also shown. 

The fitted peak 2, as shown in Figure 6.5, is then used for calculating ܳ for the formation of	ߚ". 

The calculated ܳ for ߚ" formation of 4-10 and 4-10X after SHT is given in Figure 6.6. 
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Figure 6.6. ܳ for the formation of ߚ" in alloys 4-10 and 4-10X directly after SHT. 4-10 
always has higher ܳ than 4-10X. The change of ܳ with volume fraction in both alloys are not 

significant. 
 

The calculated ܳ values for the ߚ" formation is significantly different in both alloys, which is 

~125 kJ/mol in 4-10 and ~74 kJ/mol in 4-10X. This indicates that the formation kinetics of ߚ" in 

these two alloys is different, though they have the same Mg and Si content. Compared with ܳ for 

clustering, it is found that the ܳ values for ߚ" are very stable during the whole transformation, i.e. 

only with a slight decrease of ~5 kJ/mol in 4-10. Therefore a single ܳ value obtained by the 

original Kissinger method, i.e. only considering the maximum transformation rate is enough to be 

representable for the whole process. The value of ܳ at the maximum transformation rate for 4-10 

and 4-10X without NA and with NA for 100 min is given in Table 6.2. Compared to the sample 

without NA, no significant influence on the ܳ is found in both alloys after NA for 100 min, 

though shifting of the peak temperature 	 ܶ is found, see Figure 4.17. 
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Table 6.2. ܳ for ߚ" at the maximum transformation rate for 4-10 and 4-10X, with and with NA. 

Alloy ܳ (kJ/mol) 

4-10SHT 105 ± 6 

4-10SHT_NA100 113 ± 7 

4-10XSHT 75 ± 1.6 

4-10XSHT_NA100 77 ± 1.5 

 

6.1.2. Determination of ࢌሺࢻሻ  

The JMAK equation (An) as shown in Eq. 6.3 is most popular in describing the precipitation 

process in Al alloys [97, 98]. Specifically for ߚ", the n value in the JMAK equation is often found 

to be between 2 and 2.5 [30, 69]. However the ݂ሺߙሻ for the clustering process is rarely discussed. 

Gupta and Lloyd [14] have used ݂ሺߙሻ ൌ 1 െ  which corresponds to the case of ݊ =1 in the ,ߙ

JMAK equation, but without further explanation. Therefore, two tasks are involved in this section: 

1) to determine ݂ሺߙሻ  for clustering, 2) to determine the ݊  value for the formation of ߚ"  and 

clustering, if clustering can also be described by the JMAK equation. 

By the rate isoconversion method, the intercept of the linear fit for obtaining ܳ according to 

Eq. 6.5 is equal to 	ln	ሺ݂ሺߙሻܭሻ . Once ݂ሺߙሻ  has been determined, the corresponding ܭ  is 

obtained from the y-intercept shown in Figure 6.2a. Hence, if the kinetics triplets ܳ, ݂ሺߙሻ and ܭ 

are known, the fraction transformed as a function of time t or temperature T is described by Eq. 

6.1. The required ∆ݐ for the change of the discretised volume fraction from ߙିଵ to ߙ (݅  1) can 

be obtained by converting Eq. 6.1 to, 

ݐ∆ ൌ
ఈିఈషభ	

ሺ்ሻሺఈሻ
.          (6.11) 

Therefore, the time ݐ required for the volume fraction reaches ߙ from 0 is, 

ݐ  ൌ ∑ ݐ∆
ୀ
ୀଵ .           (6.12) 
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Different functions ݂ሺߙሻ  are chosen to check their suitability to describe the clustering 

reaction, namely 1) the Avrami-Erofeev equation (code: An), with n starting from 1 to 3 in steps 

of 0.1; 2) The 2D diffusion Jander Equation (two-dimensional particle shape) (code: D2); 3) 3D 

diffusion Jander Equation (three-dimensional particle shape) (code: D3) and 4) 3D diffusion 

Ginsten-Brouhnstein Equation (three-dimensional particle shape) (code: D4). Then ܭ is obtained 

from the y-intercept as shown in Figure 6.2a and ܳ is obtained by the from rate isoconversion 

method. By using Eq. 6.12, the time ݐ for different ߙ during clustering at RT (e.g. =25 oC) for 

alloy 4-10 after SHT is calculated and shown in Figure 6.7. 

 

Figure 6.7. Relationship between volume fraction  and time t at T=”RT” for the clustering 
process of 4-10 directly after SHT using different f(a). ܳ and ܭ are obtained from 

experimental values. Solid lines are An with the directions of the two arrows indicating 
increasing/decreasing n value in the ranges of 1< ݊ <2.5 and 2.5 <݊	 <3. D2, D3 and D4 

and are presented by the dash-dotted, dotted and dashed lines, respectively. 

When 	ߙ ൏ 0.8 no positive value of ܭ can be obtained by using D2 and D3 for f(). Therefore 

the corresponding -t relationship cannot be obtained. This is also true when using D4 for α < 

0.25. Therefore D2, D3 and D4 cannot be used to describe the clustering kinetics in this case. The 

JMAK kinetics shows sigmoidal behaviour and the full 	- ߙ	ݐ relationship with  ranging from 0 

to 1. Therefore, it is reasonable to use An with ݊  	2.5	 to describe the clustering kinetics. When 

݊   .when α is in the range of 0.4 – 0.8, which is unphysical ߙ	decreases with increasing ݐ ,2.5	

This is because ܭ is also negative when 0.4 	൏ 	ߙ	 ൏ 0.8. Therefore it is concluded that only 

JMAK kinetics with ݊ ≤ 2.5 can express the clustering kinetics in our system. 
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The next question is which ݊  value should be chosen to describe the clustering and 

precipitation reaction. The JMAK kinetics starts from [54] 

ߙ ൌ 1 െ exp	ሺെ߱ሻ,          (6.13) 

where in the isothermal reaction: 

߱ ൌ  (6.14)           ݐሺܶሻܭ

and in the isochronal reaction: 

߱ ൌ  (6.15)          . ݐሺܶሻ݀ܭ

Combining Eq. 6.13 and Eq. 6.1 yields, 

ௗఈ

ௗ௧
ൌ ሺܶሻ݊߱ିଵܭ expሺെ߱ሻ ൌ ሺܶሻ݊ሾെܭ lnሺ1 െ ሻሿߙ

షభ
 ሺ1 െ  ሻ    (6.16)ߙ

Eq. 6.16 is equivalent to inserting Eq. 6.3 into 6.1. 

Eq. 6.13 becomes 

െln	ሺ1 െ ሻߙ ൌ ߱          (6.17) 

then further convert to 

lnሺെ lnሺ1 െ ሻሻߙ ൌ ݊ln൫ܭሺܶሻ൯  ݊ln(6.18)       .ݐ 

In a single process, both ܭሺܶሻ and ݊ are constant, therefore ݊ can be obtained by the slope of the 

straight line when plotting lnሺെ lnሺ1 െ  :as [99] ݐሻሻ as a function of lnߙ

ௗሺି୪୬	ሺି୪୬	ሺଵିఈሻሻሻ

ௗ୪୬	 ௧
ൌ ݊.          (6.19) 

In a reaction which involves more than one process, ݊ changes with ߙሺܶሻ. By the approximation 

methods for obtaining ݊ [100], Eq. 6.18 becomes: 

ௗሺି୪୬	ሺି୪୬	ሺଵିఈሺ்ሻሻሻሻ

ௗሺ୪୬	ሺఃሻሻ
ൌ ݊ሺܶሻ.         (6.20) 
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 ߔ	ሺܶሻ is the volume fraction at a specific temperature (ܶ=95 oC) under a certain heating ratesߙ

(5, 10, 15 and 20 K/min). By Eq. 6.20, ݊  is obtained by the value of the slope from of 

െln	ሺെln	ሺ1 െ   .ሻ, as shown in Figure 6.8ߔሺ	ሺܶሻሻሻ versus lnߙ

 

Figure 6.8. Example of the plot of െ݈݊	ሺെ݈݊	ሺ1 െ  ሻ. The experimental dataߔሺ	ሺܶሻሻሻ vs. ݈݊ߙ
shows a linear relationship and n can be obtained from the slope of the straight line. In this case, 

n = 0.8. 
 

The ݊ values obtained from Eq. 6.20 for the formation of clusters in 4-10 and ߚ” in 4-10 and 4-

10X directly after SHT, are given in Figure 6.9. 
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  (a) 

 (b) 

Figure 6.9. ݊ obtained as a function of temperature from Eq. 6.20 for (a) clustering in 4-10 
and (b) formation of ߚ" in 4-10 and 4-10X directly after SHT. n decreases with ܶ when 0.8 < 

݊ < 1.6 for clustering, while it stays close to ~2.5 for the formation of ߚ". 

As can be seen from the figure, there is only a limited range of ܶ where ݊ can be determined, 

although the clustering or ߚ" formation peaks cover a much wider range in the experimental data. 

This is because the formation peaks during isochronal measurements shifted to higher 

temperatures with increasing heating rates, and only the ܶ range with ݂ሺܶሻ not too close to 0 or 1 
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for all the heating rates can be used to obtain ݊ . Therefore, although the temperature range 

covered by the clustering peak is much broader, the value of ݊ for clustering can only be obtained 

from 70 to 120 oC, as revealed in Figure 6.9a. Nevertheless, ݊ starts from ~1.6 and decreases to 

~0.8 with increasing T. For the formation of ߚ" , as the shift of the peak during isochronal 

measurements is more pronounced, n can only be obtained in a narrow ܶ range of 250 to 258 oC 

for both alloys and it lies in the range of 2.3 to 2.6. 

Table 6.3 shows the correspondence of ݊ values to different mechanism as discussed in the 

literature. The ݊ values for clustering obtained from above analysis first matches the mechanism 

of nucleation with pre-existing nuclei and decreasing rate and later the mechanism of particle 

growth of appreciable initial volume. In contrast for ߚ", the n values are very close to that for the 

typical mechanism of continuous nucleation and growth (2.5) [99, 101]. From the above analysis 

the ranges of ݊ for clustering and ߚ" formation are known. However as the n values obtained do 

not cover the whole temperature range of the reaction for different heating rates, therefore the ݊ 

values here can only be used as reference value for the following modelling analysis. 

Table 6.3. Correspondence between n and mechanism found in the literature [99, 101] 

Mechanism ݊ 

All shapes growing from small dimensions, increasing nucleation rate > 2 ଵ

ଶ
 

All shapes growing from small dimensions, constant nucleation rate 
2
1
2

 

All shapes growing from small dimensions, pre-nuclei + decreasing nucleation rate 1 ଵ

ଶ
 – 2 ଵ

ଶ
 

All shapes growing from small dimensions, site saturation, zero nucleation rate 
1
1
2

 

Growth of particles of appreciable initial volume 1 – 1 ଵ

ଶ
 

Needles and plates of finite long dimensions, small in comparison with their separation 1 

Thickening of long cylinders (needles) (e.g. after complete end impingement) 1 

Thickening of very large plates (e.g. after complete edge impingement) 1
2

 

Precipitation on dislocations (very early stages) ~
ଶ

ଷ
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6.1.3. Summary 

From generalised the Kissinger method, ܳ for clustering and formation of 	ߚ" are obtained. 

The Avrami-Erofeev model (JMAK model) is chosen for describing ݂ሺߙሻ for both clustering and 

formation of ߚ". According to the JMAK model, ݊ has found to be in the range of 0.8-1.6 and 2.0-

2.6 for clustering and formation of ߚ" , respectively. Until now a precise description of the 

formation kinetics of clustering and ߚ"  has not established because the values of n and ܭ 

according to the changes of the volume fraction ߙ  were unknown. Nevertheless, by the 

information obtained above (knowing the range of ܳ , n and ܭ ), modelling the kinetics by 

appropriate selection of a set of equations becomes possible. 

6.2. Kinetic Parameters obtained by Modelling 

6.2.1. Introduction of the Kinetic Model 

If a transformation can follow the kinetics of random nucleation and isotropic growth to 

dimension ݉ (݉ =1, 2, 3), then the volume fraction ߙሺݐሻ is defined as [102]: 

αሺݐሻ ൌ 1 െ expሾെ ,ݐሺݒ ߬ሻ
௧


 ሺ߬ሻ݀߬ሿ.        (6.21)ܫ

The argument of the exponential function is the so-called extended volume α௫௧ሺݐሻ , which 

consists of an integral for all the nucleation times ߬ from 0 to ݐ. The integral is a product of the 

nucleation rate ܫሺ߬ሻ and the volume caused by the growth of the nucleation sites ݒሺݐ, ߬ሻ formed. 

When ݉ -dimensional growth is assumed, ݒሺݐ, ߬ሻ is defined as [102]: 

,ݐሺݒ ߬ሻ ൌ ݃ሾ ܻሺߤሻ
௧
ఛ

 ሿ,         (6.22)ߤ݀

where ݃ is the geometric factor which relates to the shape of the particle, ܻሺߤሻ means the growth 

rate at time ߤ of all the ݉ dimensions. Both the nucleation rate ܫሺݐሻ and growth rate 	ܻሺݐሻ are 

assumed to follow an Arrhenius dependence: 

ሻݐሺܫ ൌ ሺെ	expܫ
ொ
ோ்
ሻ and         (6.23) 

ܻሺݐሻ ൌ ܻexp	ሺെ
ொ
ோ்
ሻ,          (6.24) 
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where ܫ and ܻ are the nucleation and growth constants respectively, ܳand ܳ are the activation 

energies for nucleation and growth, respectively. 

6.2.1.1. Isothermal Kinetics 

For the isothermal case, Eq. 6.21 yields [102, 103]: 

ሻݐሺߙ ൌ 1 െ exp	ሼെሾܭሺܶሻݐሿሽ         (6.25) 

with ݊ ൌ ݉  1,          (6.26) 

ሺܶሻܭ ൌ ሺെ	expܭ
ொ
ோ்

ሻ,         (6.27) 

ܭ ൌ ሺ


ାଵ ܻ
ܫሻ

భ
శభ,         (6.28) 

with the effective activation energy ܳ given as: 

ܳ ൌ
ொାொ
ାଵ

          (6.29) 

6.2.1.2. Isochronal Kinetics 

When a constant heating rate Φ is applied, the expression for αሺݐሻ can be rewritten to [103]: 

αሺݐሺܶሻሻ ൌ 1 െ exp	ሼെሾ



 exp ቀെ
ொ
ோ்ᇲ

ቁ
்ሺ௧ሻ


݀ܶ′ሿሽ.     (6.30) 

Similar to the approximation used in the integration isoconversion method, Eq. 6.30 finally yields 

[103]: 

ሺܶሻߙ ൌ 1 െ exp	ሼെሾ
்௫ሺି

ೂ
ೃ

ሻ

ః
ೂ
ೃ

ሿሽ.       (6.31) 

Therefore α௫௧ሺܶሻ becomes: 

α௫௧ሺܶሻ ൌ ൭
்௫൬ି

ೂ
ೃ

൰

ః
ೂ
ೃ

൱



.        (6.32) 
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6.2.1.3. Impingement for Isochronal Measurements 

The JMAK kinetics is valid only in: 1) randomly distributed phases with independent growth 

of different phases; 2) isotropic linear or parabolic growth; 3) constant equilibrium state [104]. 

When a part of the transformation (though it is under the mechanism of nucleation and grow) is 

not fully described by JMAK kinetics, an impingement expression should be applied, which 

improves the better description together with JMAK kinetics. Now, ߙሺܶሻ  with impingement 

becomes [104]: 

ሺܶሻߙ ൌ 1െሺ
ఈೣሺ்ሻ

ఎ
 1ሻିఎ,         (6.33) 

where ߟ is so-called the impingement factor. 

6.2.1.4. Adaptation of Multiple Processes or Overlapping Reactions into the Model  

As shown in Figure 6.4, increasing ܳ with  for the clustering reaction is observed in the 

samples without NA and NA up to 1000 min. This indicates that multiple processes occur 

simultaneously during NA leading to a mixing product of ܳ for the different processes [105]. 

From Figure 4.6, the formation of ߚ" first starts with a shoulder in 4-10. Also, the overlap of the 

 ,peaks become more severe when samples are after NA, see Figure 4.17a. Therefore ′ߚ and "ߚ

multiple processes or overlapping transformations have to be considered in the model. 

a) Multiple Processes (Clustering) 

Assuming that the processes in clustering occur in parallel with each other and their 

interactions are negligible, an elementary model which combines ݖ processes is applied [106], in 

isochronal: 

ሺܶሻߙ ൌ ∑ ܿܽሺܶሻ
ୀ௭
ୀଵ ,          (6.34) 

while in isothermal: 

ሻݐሺߙ ൌ ∑ ܿܽሺݐሻ
ୀ௭
ୀଵ ,          (6.35) 

where ܿ is the contribution factor of the ݅௧ process and satisfies 0  ܿ  1 and ∑ ܿ ൌ 1ୀ௭
ୀଵ . 

b) Overlapping reactions (ߚ" formation): 
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The measured heat flow ܪ at ܶ for a single formation is given as: 

ሺܶሻܪ ൌ ܣ
ௗఈሺ்ሻ

ௗ்
,          (6.36) 

where ܣ is a constant related to heat flow. Therefore, if ݇ formations involved during the DSC run, 

 :ሺܶሻ, is expressed asܪ

ሺܶሻܪ ൌ ∑ ܣ
ୀ
ୀଵ

ௗఈሺ்ሻ

ௗ்
 .         (6.37) 

It should be noted that Eq. 6.34 can be converted to 6.37 by differentiation and introducing ܣ for 

each process. However, due to the fact that clustering are processes which have the same enthalpy 

per unit, using Eq. 6.33 instead of 6.36 can reduce the number of fitting parameter by one. 

6.2.1.5. Fitting Procedure for Modelling 

In general, ܳ	, ܭ and ݊ are obtained by the best fit from Eq. 6.34 for clustering and Eq. 

6.37 for ߚ" formation, using the experimental data measured under different heating rates ߔ. The 

fitting procedure starts with the initial values of ܳ	, ܭ and ݊. The initial value of ܳ	 is 

taken from that calculated by the integration isoconversion method and is allowed to 

accommodate within a given range of ܳ	± 20 kJ/mol. The aim is to find the smallest mean square 

error e for the volume fraction ߙሺܶሻ in clustering or the heat flow ܪሺܶሻ in ߚ" formation for all 

heating rates	ߔ. The mean square error e in fitting is defined as: 

݁ ൌ ∑ ∑ ሺ
ఈವೄሺ்ሻିఈሺ்ሻ

ఈವೄሺ்ሻ
ሻଶ	ௗ௧௧௦	

ୀସ
ୀଵ       (6.38) 

and 

݁ ൌ ∑ ∑ ሺ
ுವೄሺ்ሻିுሺ்ሻ

ுವೄሺ்ሻ
ሻଶ	ௗ௧௧௦	

ୀସ
ୀଵ       (6.39) 

for clustering and ߚ" formation, respectively and ݅ ൌ 1, 2, 3 and 4 correspond to the heating 

rate	ߔ of 5, 10, 15 and 20 K/min. 

Due to the fact that, the impingement factor ߟ is mostly considered an adjustable parameter 

but no theoretical justification can be provided [104, 107, 108, 109], ߟ is fixed to 2 for all the 

fitting. In this work this represents a weak impingement factor [104]. 
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6.2.2. Modelling Results 

6.2.2.1. Clustering 

Although three processes are observed in the DSC curves as shown in Figure 4.10, only two 

processes are considered in this model. This is because when the 1st process is finished, see Figure 

6.4, the ܳ values for 2nd and 3rd reactions are very stable with increasing ߙ, which means that they 

can share one set of kinetic parameters. By this simplified treatment, fewer fitting parameters are 

introduced in the model. Figure 6.10 shows the fitting results for alloy 4-10 after different NA 

time by using Eq. 6.32, 6.33 and 6.34. It can be calculated from the quality of the fitting that the 

model is appropriate to describe the clustering processes. The fitted parameters are listed in Table 

6.3 

Table 6.3. Kinetic parameters of clustering from the model after fitting. The numbers highlighted in grey 
are fixed when fitting samples which have been NA.  

Alloy 1st clustering  2nd +3rd clustering   

ܿଵ ܳ
ଵ  

(kJ/mol) 

ܭ
ଵ  (×105 

s-1) 

݊ଵ ܳ
ଶ   

(kJ/mol) 

ܭ
ଶ

 

(×108s-1)  

݊ଶ 

4-10 50 7 1.8 79 9.1 1.1 0.67 

4-10NA 100 50 7 1.8 79 9.1 1.1 0.08 

4-10NA 1000 - - - 79 9.1 1.1 0 

 

The kinetics of clustering is now fully described by the parameters. Considering results from 4-10 

which was without NA, clustering starts with a low ܳ value of 50 kJ/mol.	݊ for the 1st process 

is found to be 1.8, which lies into the range for the corresponding mechanism of continuous 

nucleation plus some pre-existing nuclei [99, 100]. This agrees with the KMC simulation results 

that a large amount of dimers already exist in the randomly generated system due to the high 

concentration of solutes, as shown in Figure 5.1a and b. For the 2nd and 3rd clustering processes, 

ܳ increases to 79 kJ/mol and ݊ = 1.1, indicating that the process is slow and the corresponding 

݊ value is similar to that for particles growth [99]. In the KMC simulation, big clusters are formed 

by coagulation in the later stage of clustering. This process is slow and, again, agreement with the 

kinetic parameters found from DSC modelling is found.  
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(a)

(b)

(c) 

Figure 6.10. Fitting of ߙሺܶሻ vs. T for the clustering reaction in alloy 4-10 (a) without NA, (b) 
after NA for 100 min and (c) after NA for 1000 min. The experimental data and the fitted 

results are shown for different heating rates (heating rates from left to right: 5, 10, 15 and 20 
K/min). 

When fitting the results for samples with NA, ܳ, ܭ and ݊ are fixed and set to be the same as 

that of the sample without NA and they are highlighted in grey in Table 6.3. Therefore, only ܿଵ, 

which corresponds to the contribution of the 1st clustering process, is allowed to vary. After NA 
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for 100 min, ܿଵ decreases to a value of 0.08, showing that the contribution of the 1st clustering 

process has become very weak. This indicates that the process has largely been accomplished at 

this time.  
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6.2.2.2. Formation of ࢼ" 

The fitted results for the formation of ߚ"	using Eq. 6.32, 6.33 and 6.37 together with its 

neighbouring precipitation reaction(s) are plotted in Figure 6.11. The kinetics parameters for the 

formation of ߚ" obtained after fitting is given in Table 6.4. 

 

(a)      (b) 

 

(c)       (d) 

Figure 6.11. ܪ vs. ܶ curves for the formation of ߚ"of (a) alloy 4-10 without NA,(b) 4-10 NA 
for 100 min, (c) 4-10X without NA and (d) 4-10X NA for 100 min. The experimental data and 
the fitted results are plotted together with different heating rates (from left to right: 5, 10, 15 

and 20 K/min). 
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Table 6.4. Kinetics Parameters for the formation of ߚ"obtained by fitting. 

Sample ܳ (kJ/mol) ܭ (s-1) ݊  

4-10 120 1.8×1010 2.5 

4-10NA100 118 3.1×109 2.5 

4-10X 85 1.3×106 2.5 

4-10XNA100 85 5.3×105 2.5 

 

Though 4-10 and 4-10X have the same nominal Mg and Si compositions, the kinetic parameters 

for the formation of ߚ" are different. First of all, ݊ is found to be 2.5 for all samples, indicating 

that continuous nucleation and diffusion controlled growth is the major mechanism governing the 

formation of ߚ" no matter clusters exist or not. Second, the ܳ and ܭof 4-10 directly after 

SHT are 120 kJ/mol and 1.8x1010 s-1 respectively, which are higher than in 4-10X in the same 

condition. When comparing the morphology of the precipitates shown in Figure 4.13, the higher 

ܳ  and ܭ are related to a higher number density of precipitates but with a slower growth 

rate. After NA for 100 min, no significant changes of ܳ in both alloys is found, but ܭ is 

lowered by one order of magnitude, indicating that the energy required for the reaction is similar 

but the formation rate is slower. 

6.3. Summary of Chapter 6 

In this chapter, the kinetic parameters required to fully describe both clustering and formation 

of ߚ" are determined by a kinetic model. Two major parallel processes occurred during clustering: 

(1) the 1st clustering process has low ܳ (50 kJ/mol) and ܭ (7×105 s-1) values and ݊ = 1.8, 

expressing that the mechanism of this process is similar to that for site saturation and continuous 

nucleation. The process is attributed to a fast process which is easily stimulated; (2) combined 2nd 

+ 3rd clustering process has higher ܳ and ܭ values and ݊ = 1.1, which points at the that the 

mechanism similar as particle growth. This process is much slower than the 1st process. Although 

the mechanism for the formation of ߚ" in 4-10 and 4-10X is the same, as ݊ obtained for both 

alloys is 2.5 (i.e. constant nucleation without site saturation), the values of ܳ and ܭ in 4-10 

are higher than 4-10X. No significant change of the value of ܳ is found in the samples after 
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NA, but ܭ  decreases in both alloys. Also, NA does not influence the mechanism of ߚ" 

formation. 
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7. Discussion: All Results 

7.1. Mechanism of Clustering during NA 

7.1.1. Role of Vacancies during Clustering 

As a sample is quenched from an elevated temperature, a large amount of vacancies are 

retained so the number of vacancies exceeds the equilibrium value at the final temperature. Still, 

the concentration of the vacancies is two or more orders of magnitude lower than that of the 

solute atoms in the alloy. When comparing the number of clusters to that of the solutes and 

vacancies, the question of the mechansim of vacancy diffusion must be raised. Girifalco et al. 

[110] have introduced the vacancy pump model to describe the role of vacancies during GP zone 

formation. In their model, the formation of GP zones is first assisted by diffusion of a vacancy-

solute complex to a GP zone, after which the vacancy diffuses back into the matrix because of the 

change of the vacancy gradient. The next cycle starts again by formation of a new vacancy-solute 

complex. 

The clustering process in 6xxx Al alloys is believed to be driven by the diffusion of 

quenched-in vacancies [40, 41, 48, 53]. In alloy 4-10, the solute concentration in the SSSS is 

~1.4×10-2. However, the vacancy concentration calculated from Eq. 3.8 is only 1.41×10-4, which 

is two orders of magnitude less than the solute concentration. Only one vancay is present in the 

KMC simulation. At the beginning of the KMC simulation, ~0.35 of the vacancies bind with one 

single solute and ~0.27 are staying at the interface between cluster and matrix, see Figure 5.5. 

Later, the fraction of solutes in the clusters increases significantly, see Figure 5.2. For this to 

happen, vacancies have to diffuse back into the matrix either to form more clusters or to bring 

more solutes into the clusters. This is supported by the high fraction of free vacancies or vacancy-

cluster complexes, each ~0.35. The consequence is that the fraction of solutes in clusters increases 

up to ~58% as shown in Figure 5.2. The mechanism of what is observed in the initial stage of the 

KMC simulation is in accordance with the vacancy pump model. 

Through the clustering process, more and more clusters are formed and therefore more 

solutes are now in the clusters. This also means that the solute concentration in the matrix is 

reduced. Keeping in mind that the interactions of vacancy–Mg and vacancy–Si are attractive, see 

Table 3.4, the clusters formed can act as vacancy sinks because there more direct neighbours of 
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solutes exist to which vacancies can bind with. Meanwhile, vacancy “pumping” back to the 

matrix becomes more difficult. Therefore, at this stage, some of the vacancies are likely to be 

‘trapped’ by bigger clusters for a longer time rather than performing the “pump” effect to transfer 

single solute from the matrix. Here, ‘trapping’ means that diffusion occurs either at the interface 

or inside the clusters. This is reflected by Figure 5.5 because, after a short period of NA time, the 

frequency of vacancies staying at the matrix-cluster interface increases up to ~45%, while the 

frequency of vacancy-solute complex or vacancy in the matrix decreases. This opens up a new 

possibility of further reducing the system energy by moving the whole clusters, consuming either 

other isolated solutes or clusters, since when the vacancy is next to the cluster or in the cluster, the 

mobility of the cluster increases. When clustering proceeds in this way, coagulation will occur [56, 

58, 111]. 

In order to check whether coagulation happens during the later stages of clustering, the 

average diameter (݀  of clusters with more than 15 atoms and assuming spherical shape are 

calculated and plotted on a logarithmic scale as a function of the logarithm of time, as shown in 

Figure 7.1. Linear fitting is applied to the results and a time exponent obtained with a value of 

0.15, i.e. ݀ ∝  .ଵହ, which is very close to that obtained for coagulation (1/6) [56, 58, 111] ofݐ

clusters in a binary system. Therefore, it is plausible that coagulation is the dominant mechanism 

during the stage when clusters increase their size and this is governed by the promotion of 

movement of clusters by ‘trapped’ vacancies. 

Zurob and his co-worker [112] proposed another mechanism that the growth rate of the 

clusters depends on the probability of the vacancies which are previously ‘trapped’ in the clusters, 

escaping back to the matrix bringing additional new atoms. The growth rate relationship they 

have proposed is ܰ ∝ ln	ሺݐሻ, where ܰ is the average number of atoms in cluster. The average 

number of atoms in the clusters with more than 15 atoms is plotted as a function of ln	ሺݐሻ in 

Figure 7.2. Linear fitting is then performed. The simulated results also shows an agreement with 

the relationship, which indicates that ܰ ∝ ln	ሺݐሻ can also represent the kinetics of cluster growth 

on the basis that the trapped cluster escapes during the later stage of NA. However, the mean 

square error of fitting is 0.99 which is higher than the fitting error for the coagulation model 

(0.91). Therefore, the coagulation relationship ݀ ∝ .ଵହݐ  is slightly better for describing the 

mechanism during this stage but the differences are too small to distinguish between the models. 
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Figure 7.1. Fitting of power law to the average diameter of clusters for bigger clusters after 
NA for 100 min. The relationship ݀ ∝  ..ଵହ is foundݐ

 

Figure 7.2. Fitting of average number of solutes in clusters with >15 atoms by with data  
ܰ ∝ ln	ሺtሻ from the KMC simulation after NA for 100 min.  

7.1.2. Stages of Clustering during NA 

Different clustering stages are found by using different methods and again summarised here. 

In PALS, 4 stages are observed: Stage 1) 0 < 10 > ݐ min, a short initial stage of constant average 

lifetime, Stage 2) 10 < t < 70 min, the average lifetime continuously decreases, Stage 3) 70 < t < 
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400 min, the average lifetime increases, Stage 4) ݐ  > 400 min, finally the average lifetime 

becomes stable.  

In hardness, two stages are observed: Stage 1) 10 < 20,000 ~ > ݐ min, hardness increases; 

Stage 2) 20,000 < ݐ min, no further significant increase in hardness.  

In thermal kinetic modelling, mainly two parallel clustering processes are found: 1) 1st 

clustering process, lower ܳ, lower ܭ with higher ݊, 2) 2nd + 3rd clustering process, higher 

ܳ, higher ܭ with lower ݊. Using Eq. 6.13, the change of ߙ at ܶ=20 oC is simulated. 1) for 

1st clustering process 1 min < 100 > ݐ min; 2) for combined 2nd + 3rd clustering process, 10 < ݐ < ~ 

40,000 min. 

 

Figure 7.3. The simulated change of ߙ	as a function of time ݐ for 1st and combined 2nd + 3rd 
clustering processes obtained by the kinetic model with the fitted parameters given in Table 

6.3 at 20 oC by using Eq. 6.13. 

In KMC simulation, 3 stages are categorized: Stage 1) 0 < 2 > ݐ min, fast increase of the 

number density of the clusters together with the increase of solute fraction in clusters. The size of 

the clusters is small (< 15 atoms). Vacancies diffuse back to the matrix either to form more 

clusters or to bring more solutes into the clusters, Stage 2) 2 < 10 > ݐ min, a transition period in 

which the number density of the clusters decreases with still increasing of solute fraction in the 

clusters, Stage 3) 10< 1000 > ݐ min, decrease of the number density of clusters with saturated 
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solute fraction in the clusters. The vacancy is often trapped by clusters and big clusters are formed 

by coagulation.  

One should keep in mind that the time scale obtained in the simulation relates strongly with 

the concentration of the quenched-in vacancy that enters Eq. 3.7. However, how many vacancies 

are lost during quenching and NA in a real system is difficult to determine. Vacancy losses would 

stretch the time axis of the simulation. Time-dependent losses (e.g. by diffusion of permanent 

sinks) would distort the time axis accordingly. Therefore, the time sections from simulation are 

difficult to be directly related to the real time scale from the experimental results or DSC 

modelling. However, when compared with the experimental results, Stage 1 of the KMC 

simulation is more proper to describe the process before 100 > ݐ min while Stage 3 is for 400 < ݐ 

min. 

The change of the volume fraction ߙ of clustering during NA (ܶ = 20 oC) as a function of 

time is simulated by introducing ܿଵ =0.69 and the change of volume fractions ߙ as given in Figure 

7.3 to Eq. 6.35. The results are plotted together with the PALS and hardness measurements, see 

Figure 7.4. 

 

Figure 7.4. The simulated change of ߙ	as a function of time ݐ obtained by the kinetic model 
with the fitted parameters given in Table 6.3 at 20 oC, PALS and hardness results of 4-10 are 
plotted together for comparison. The green dashed line represents the significant changes of 

stages during clustering. 
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A two-step increase of ߙ with different increasing rates is found from the kinetic model. The 

1st clustering process develops rapidly after NA for 3 min till 70 min. Then, a transition period 

from the 1st clustering to the combined 2nd + 3rd clustering processes is found between 70 and 400 

min of NA. The combined 2nd + 3rd clustering process almost completes after NA for ~20,000 min. 

The most prominent feature (Stage 1) of the PALS measurement is the decrease of the average 

positron lifetime. This happens during 10 to 70 min of NA and coincides with the 1st clustering 

process. After the decrease, the positron lifetime increases again from ~70 min to ~400 min of 

NA which corresponds to the transition of the 1st to the 2nd + 3rd process. The increase of the 

positron lifetime slows down and the lifetime becomes stable after 400 < ݐ min. At the same time, 

the 2nd + 3rd process continues. In this work only hardness measurements have been performed for 

longer NA, up to ~100,000 min. Constant hardness values are observed after NA ~20,000 min, 

thus supporting that the clustering process corresponds to the 2nd + 3rd process is largely 

completed after NA for ~20,000 min.  

Therefore, all the different stages detected, modelled or simulated by different approaches 

can be summarised as the following two main stages: 

Stage A (70 > ݐ min): First, vacancies diffuse fast and bind with solutes forming vacancy-

solute complexes. These vacancy-solute complexes further diffuse to form clusters. More small 

clusters ( < 15 atoms) are formed by vacancies diffusing back to the matrix. The self-diffusion 

activation energy of vacancies in pure Al which consists of the formation and migration activation 

term is 120-140 kJ/mol [113]. The formation enthalpy is found to be in the range of 60 - 74 

kJ/mol [114], meaning that the migration energy of the vacancy is in between 46 and 80 kJ/mol. 

The ܳ obtained for the 1st process is 50 kJ/mol, indicating that vacancy migration could be a 

dominant process at the beginning of clustering, giving a relatively low ܳ. The initial value of 

the average positron lifetime in both alloys is ~230 ps, see Figure 7.3. This value lies between the 

lifetime for positron annihilated in fully annealed pure Al (160–170 ps) and vacancy sites (250 ps)  

that are found in the literature [115]. The prominent feature of lifetime decrease in the first 70 min 

is believed to be related to formation of Si-rich clusters [48]. KMC simulation that shows during 

this stage the vacancy spends most of its time in the matrix or with a single solute. The very high 

fraction (> 0.9) of time for vacancy to change its position with Si indicates a very high mobility of 

vacancy-Si complex, which makes the diffusion of Si controlling the kinetics of clustering in this 
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stage. A rapid development of small clusters is also found. The Avrami exponent ݊  = 1.8 

indicates that the mechanism is similar to continuous nucleation with some situated nucleation 

sites, while KMC shows that the system starts with some pre-existing dimers and trimers due to 

the high solute concentration and performs fast formation of small clusters. 

Transition Stage AB (70 < 	ݐ  < 400 min): There is a transition period according to the 

clustering processes observed by the kinetic model, Figure 7.3. However, it should be noted that 

the positron lifetime increases again from its minimum. These rapid changes can only be observed 

in PALS experiment but not by other methods, e.g. in-situ resistivity [48], which shows a gradual 

change of slope within this time range. The reason for this increase is unclear. However, by 

comparing alloys with different compositions of Mg and Si, Banhart found that the alloy shows 

more significant feature of the lifetime increase if more Mg is presented, therefore it is speculated 

that the increase of the lifetime may be caused by Mg solutes [48]. 

Stage B (400 < ݐ min): As the number and size of the clusters increase, vacancies are now 

trapped by the clusters. The ܳ of the 2nd+3rd clustering process gets higher possibly because 

when the vacancy is trapped, more energy is needed for the vacancy to change its site. The size of 

clusters further increases by coagulation, meanwhile the mobility of the clusters increases. 

Another population of bigger clusters (> 15 atom) develop in the KMC simulation at a later stage 

of clustering. Relatively small changes in the positron lifetime are found after 400 min of NA, 

which indicates that, the change of the environment around the vacancy and also the amount of 

vacancies in the system become stable. The mechanism in this stage is similar to particle growth 

(݊ = 1.1), and the process is slow as the process only finishes after NA for several weeks. 

7.2. Negative Effect by Clustering 

What NA brings to the sample is the negative effect, causing a decrease of the number 

density of ߚ" and an increase of their length after AA, see Figure 4.13c and 4.16a or Figure 4.13f 

and 4.16b. Assisted by the quenched-in vacancies, clusters which consist of a small amount of 

atoms form first during NA and consume a large amount of solutes (~ 58%) according to KMC. 

The process is fast and largely occurs in the first 70 min of NA. During this period, negative 

strength response has mostly developed, see Figure 4.15 and 4.23. Most of the clusters formed 

have the size smaller than ~ 15 solute atoms. Such a small cluster would not have strong thermal 
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stability and is expected to dissolve during AA. The evidence comes from the DSC curve, Figure 

4.11a, that after NA for 100 min, a significant continuous endothermic reaction for dissolution is 

found. This means that the clusters formed during NA are not stable and dissolve at elevated 

temperatures. Pashley et al. [7] have shown that there exists a critical size ݎ of clusters formed 

during NA that determine whether clusters will dissolve or further grow during subsequent ageing 

or not. The average size of the clusters formed before 100 min of NA is expected to be much 

smaller than the critical size ݎ for the clusters that can be survived at the elevated temperatures 

ݎ) ≪  it is believed ,"ߚ ). Therefore instead of further growing, perhaps as nucleation sites for	ݎ

that these small clusters dissolve during AA. Another evidence is from the Arami exponent ݊ = 

2.5 obtained by the kinetic model for the formation of ߚ" for samples after NA 100 min. The ݊ 

values are the same for samples with and without NA, which means that continuous nucleation 

without pre-existing nuclei is the mechanism governing the formation of ߚ". That clusters formed 

during NA have to dissolve first also implies that the amount of solutes available for the 

formation of ߚ" is reduced markedly, at least at the beginning of AA when continuous dissolution 

of clusters and precipitation of ߚ" occur simultaneously. 

If the NA time is long enough vacancies will be trapped inside the clusters and the amount of 

the “free” vacancies available for the formation of ߚ" will decrease, hindering the nucleation 

process for ߚ". Therefore, fewer ߚ" precipitates are is found in the sample with NA for 100 min, 

Figure 4.13c and 4.16a. Pogatscher et al. [53] have proposed that after NA for long time, 

vacancies are bound with co-clusters and are therefore caged in a ‘prison’ of solute atoms. Hence 

they have suggested that by AA at ܶ < 210 oC it is difficult to release vacancies from clusters to 

assist the diffusion of solute to form precipitates [53]. Also, from this work, trapping of vacancies 

inside clusters dominates Stage B of clustering, which is after 400 min of NA. Therefore this 

might be another reason leading to the negative effect. When fewer nuclei of ߚ" are present, the 

diffusion field for solute transport to the individual ߚ"  will be less overlapped, leading to a 

possibility of larger size of ߚ", see Figure 4.13c and f and Figure 4.16a and b. Also, the solutes 

which are dissolved from the clusters are now available for further growth of ߚ". 

Serizawa et al. explained the negative effect by the thermally stable cluster (1) which forms 

during NA [11]. Cluster (1) is only associated with the low temperature clustering peak in the 

DSC run which is identical as the 1st clustering process in this work and considered to be stable 
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during the successive AA [11]. As shown in Figure 7.3, all the clustering processes corresponding 

to the cluster peaks can occur at RT. Moreover, the sample with NA shows a continuous 

dissolution endothermic reaction in the DSC run, see Figure 4.11a. This indicates that the 

dissolution of formed cluster during NA occurs at the elevated temperature, i.e. temperature for 

AA. Therefore, their explanation on the negative effect is hardly true. 

7.3. Influence of Intermetallics 

There are many factors affecting recrystallisation during annealing or SHT, e.g. initial grain 

size before rolling, rolling microstructures, rolling textures, presence of intermetallics, etc. After 

cold rolling, intermetallics are found in both of the alloys, Figure 4.3. Despite the fact that Si-rich 

dispersoids form during the first 2 min of SHT, recrystallisation is more promoted in 4-10X due 

to the presence of more big intermetallics which could increase recrystallisation events by particle 

stimulated nucleation (PSN) [116]. The presence of dispersoids will hinder the recrystallisation 

nuclei to grow out from the dislocation substructures or grain growth anyway by Zener drag in 

both alloys [117]. However, in 4-10X due to the higher number of recrystallised grains formed 

already at early SHT times, evidence from Figure 4.2, these grains grow further at a time the 

dispersoid has already dissolved. Their boundaries touch each other and grain growth will slow 

down. On the other hand, due to fewer recrystallisation grains which can be formed in 4-10, once 

the dispersoids are dissolved, these grains can grow to larger size than 4-10X. 

After SHT, the Fe-rich intermetallics in 4-10X which have a certain amount of Si retained, 

see Table 4.1. This lowers the Si concentration in the matrix. As the clustering kinetics is 

considered to be driven by the diffusion of Si, the rate of clustering is lowered, at least during 

Stage A. This is revealed by the rate of increase of hardness during NA, figure 4.8. Another 

reason could be that the boundary of the intermetallics act as vacancy sinks and certain amount of 

quenched-in vacancies get trapped at the boundary instead of binding with solutes. This lowers 

the concentration of the quenched-in vacancies in the matrix and hence the rate of clustering. Also, 

lowering the Si concentration in the matrix means reducing the extent of clustering. From 

simulation results of another alloy (6-8) which contains 0.67 at.% Mg and 0.77 at.% Si [75], the 

solute fraction in clusters can be as high as ~70 %, which is even higher than for 4-10. Of course 

this is related to the interaction energies of Mg and Si which have been put into the simulation. 

However, from another DSC study on the effect of Mg/Si ratio on clustering [55], we know that 
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the alloy which has the Mg/Si ratio closest to 1 possesses the largest clustering peak. Hence Mg 

and Si are both important ‘ingredients’ for the clusters and therefore the heat effect for clustering 

in all the Fe and Mn containing alloys should be lowered, which is true and is shown in Figure 

4.20b. 

The Fe-rich intermetallics are already present after casting [118] and transform into eutectoid 

after homogenisation [118]. After homogenisation, the Fe-rich intermetallics are spherodised, and 

dispersoids are formed, mainly during cooling. At this stage, dispersoid-free zone (DFZ) is 

already formed around the intermetallics. Researchers attributed the reason to the transformation 

and formation of intermetallics during homogenisation [118]. Anyhow, this DFZ, which is 

depleted in solutes remains and the alloy then goes through several thermo-mechanical processes 

before AA. The intermetallics are aligned along the RD and fragmented during rolling, see Figure 

4.3, and then the alloy is SHT. Still this DFZ remains and are clearly shows in Figure 4.4. 

Therefore, this leads to the presence of PFZ around the intermetallics, see Figure 4.14.  

The value of ܭ  for ߚ" formation is lower in the presence of intermetallics. Similar to the 

case of clustering, this is related to the lowering of Si concentration in the matrix, which lowers 

the reaction frequency of ߚ" and leads to a reduction of the volume fraction of the precipitates, see 

Table 4.3. On the other hand, the presence of intermetallics lowers the value of ܳ  for the 

formation of ߚ". As it has been mentioned above, the presence of Fe and Mn promotes the 

formation of intermetallics after homogenisation. These intermetallics transform and deform 

through the thermo-mechanical processes and in the end increases the fluctuation of the solute 

content in the matrix. It can be seen clearly in Figure 4.4 that the dispersoids formed during SHT 

are not homogenously distributed and when they then dissolved, a non-uniform solute 

concentration throughout the alloy is expected. This fluctuation increases the diffusion gradient of 

the solutes which would lower the activation energy for the formation of  ߚ". 

7.4. Effect of Trace Elements (Cr and Cu) 

No significant effect of Cr on clustering in the pure ternary alloy is found, while the presence 

of Cu lowers the 1st clustering peak, see Figure 4.20b. Assuming that Cu remains as solute in the 

matrix, as Cu and a vacancy have attractive binding [77, 79], they would possibly bind together 

and lower the number of vacancy-Si complexes, therefore, slow down the clustering kinetics and 
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in the end lower the amount of clusters formed. This would reduce the negative effect caused by 

NA, as revealed by Figure 4.23b. From the DSC and hardness results, Figures 4.19a and 4.21a, Cr 

shows no significant effect on the kinetics of precipitate formation. However, from DSC, the 

presence of Cu reduces the magnitude of the ߚ" formation peak, but increases the magnitude of 

the formation peaks in the temperature range of the formation peak of ߚ′. In alloys containing 

more of Cu [33, 119], ܳ′ or ܮ′  phases are found in the peak-aged condition. TEM has been 

performed on the Cu-containing alloy at peak-aged condition, see Figure 4.19, but no Q’ or L’ 

phases can be found. Either volume fraction is too small or they form at higher temperatures 

during AA. 

When Fe is present in the base alloy (4-10X group), both Cr and Cu increase the heat effect 

of clustering, Figure 4.20b. The intermetallics found in Cr and Cu-containing alloys are finer and 

the Si content is lower compared to 4-10X, see Table 4.4. Therefore, intermetallics are easier to 

break down and to dissolve during SHT, providing more Si in the matrix for further NA or AA. 

Still, the Cu solutes which remain in the matrix hinder the clustering process and therefore a 

higher heat effect is found in 4-10XCr than in 4-10XCu. Faster hardening response and higher 

peak hardness are also found in 4-10XCr and 4-10XCu than in 4-10X, see Figure 4.21. 

Comparing Figure 4.13f to 4.22c and d, a higher number density but smaller precipitates in 4-

10XCr and 4-10XCu than in 4-10X are observed. Correspondingly, an earlier formation peak of 

 with a larger heat effect is observed in 4-10XCr and 4-10XCu, see Figure 4.19. By using the "ߚ

same kinetic model introduced in Chapter 6, the kinetic parameters for 4-10XCr and 4-10XCu are 

obtained and their values are given in Table 7.6. 

Table 7.6. The kinetic parameters for the formation of ߚ". 

Sample ܳ (kJ/mol) ܭ (s-1) ݊  

4-10XCr 88 2.8×106 2.5 

4-10XCu 90 3.1×106 2.5 

 

Higher ܳ and ܭ values are obtained in 4-10XCr and 4-10Cu as compared to those found in 

4-10X, see Table 6.4. This confirms that a higher number density but smaller size of the 

precipitates is associated to higher ܳ  and ܭ . Furthermore, higher ܳ  and ܭ  lead to 
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faster kinetics in 4-10 compared to 4-10X, as shown by the evolution of hardness during AA, see 

Figure 4.21. The kinetic parameters found in the 4-10X group are all in the same magnitude. 

Therefore, Cr and Cu show an indirect effect on clustering and precipitation when intermetallics 

are present. They refine the intermetllics and lower the Si concentration in the Fe-rich 

intermetallics so that a higher concentration of Si is available in the matrix for further clustering 

and precipitation. 
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8. Conclusions 

The mechanism and kinetics of clustering and precipitation in 6xxx series alloys have been 

studied and the relationship between clustering and precipitation, including the influence by other 

elements has been investigated.  

The main findings are: 

1) During SHT, 6xxx series alloys undergo recrystallisation and precipitation of Si-rich 

precipitates within a short SHT time. Afterwards, dissolution of previously formed precipitates as 

well as grain growth occurs simultaneously. The SSSS stage can only be obtained after SHT at 

540 oC for at least 5 min. 

2) Two main processes occur during clustering at RT. During the first, solutes diffuse fast 

mediated by quenched-in vacancies and form small clusters. As the solute concentration in the 

matrix is reduced, vacancies are increasingly trapped by the clusters. This process has a low 

effective activation energy ܳ and shows a fast kinetics, which usually finishes within the first 

70 min of NA. An Avrami exponent ݊ = 1.8 indicates that the mechanism is similar to continuous 

nucleation with pre-existing nuclei. During the second process, bigger clusters are formed by 

coagulation of existing clusters. A higher effective activation energy ܳ is obtained with an 

Avrami exponent ݊ = 1.1, which indicates that the mechanism is similar to particle growth. 

3) When NA is performed before AA, the number density of the precipitates formed during 

AA decreases while their size increases. This correlates with the lower value for the constant ܭ	

that is obtained by the thermal kinetic model and, in consequence, slows down the kinetics of ߚ" 

formation. 

4) The negative strength response during AA develops within the first 70 min of NA, for 

which the first clustering process is held responsible. Therefore, the main source of the negative 

effect is the formation of smaller clusters which lower the solute concentration in the matrix and 

capture the vacancies. 

5) The presence of intermetallics stimulates recrystallisation and, in the end, finer grains can 

be obtained after SHT. However, the Fe-rich intermetallics cannot be dissolved completely during 

SHT and lower the Si concentration in the matrix. This reduces the volume fraction of both 

clusters and precipitates. Therefore, a lower number density of longer precipitates is found in the 
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Fe and Mn-containing alloy 4-10X. This corresponds to lower ܳ and ܭ values obtained for 

the formation of ߚ". 

6) When 0.04 wt.% Cu is added to the pure ternary alloy, the 1st clustering process is 

impaired and the alloy has less negative strength response. The precipitation sequence is also 

affected, in which more heat released in a wide temperature range is observed after ߚ" formation. 

The increased heat released is associated to the formation of ܳ′ or ܮ′. The magnitude of the 

formation of ߚ" is also lowered. No notable influence of an addition of 0.01 wt.% Cr is found for 

both clustering and precipitation in pure ternary alloy. 

Cr and Cu are found to be present in ߙ-Al(Fe, Mn)Si intermetallics and the Si content in the 

intermetallics is reduced. Therefore, more clusters form during NA, while a higher number 

density of shorter precipitates is found during AA. The morphology of the precipitates is 

associated with higher ܳ and ܭ values for the formation of ߚ". 
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