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Abstract

Here we present a review of x-ray absorption spectroscopy and x-ray Raman scattering with the perspective to understand the spectra of water including changes with temperature, mass of the water molecule and presence of monovalent ions. The different detection schemes are discussed and it is concluded that transmission x-ray absorption measurements, using a small area where the thickness is uniform, and x-ray Raman scattering give the most reliable spectra. Different model systems are discussed such as the surface and bulk of ice and various adsorbed monolayer structures on metal surfaces.
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I. Introduction

Water is the key compound for our existence on this planet and it is involved in many important physical, chemical, biological and geological processes. Its thermodynamic properties such as compressibility, density variation and heat capacity show many anomalies which are extreme in the supercooled region but are also present at ambient conditions. The structure of water has been debated for over 100 years since the early work by Röntgen in 1892 (1) suggesting a two-component system and the work of Bernal and Fowler in 1933 proposing a disordered quartz-like structure (2). The most established picture of water that exists in textbooks today is in terms of a homogeneous distribution of near-tetrahedral hydrogen-bonded (H-bonded) structures.

Fig.1. XAS spectra of water in the gas phase, liquid and ice (3; 18; 30). The intensity above the dotted line in the ice spectrum is related to mixtures of various amorphous phases (see section V.1).

In 2004 an intense debate started after the publication of the Wernet et al. study (3) regarding the local structure of water based on X-ray Absorption Spectroscopy (XAS) and X-ray Raman Scattering (XRS) together with Density Functional Theory (DFT) spectrum calculations where it was proposed that the dominating species in the liquid is a single-donor (SD) species with one strong and one weak or broken donor H-bond. This species has also been denoted asymmetrically H-bonded due to the difference in the H-bonding of the two OH groups in the water molecule (4-7). The conclusions drawn from the Wernet et al. study contradict the
existing textbook picture of water structure and furthermore indicate that the structures obtained from molecular dynamics (MD) simulations, where the dominating species are double-donors (DD) or symmetrical structures, are in disagreement with the x-ray spectroscopic results (3). This has generated a strong controversy in the literature and many questions have been raised regarding whether we truly understand XAS applied to water and aqueous solutions (4; 6; 8-27). Most of the discussion has been focused on the ability to reliably calculate theoretical XAS or XRS spectra for H-bonded systems and less on the actual experimental data. In the current special issue there is a separate article on theoretical simulations of XAS (28); here we will focus on the information contained in the experimental data and what can be learned from model experiments.

Let us first discuss the experimental data that has caused the debate. Fig. 1 shows O K-edge XAS spectra of water in its three aggregation states indicating that the electronic transitions in the condensed forms are significantly different from those in the gas phase (3; 18). The liquid water spectrum shows a strong pre-edge peak at 535 eV, a main-edge peak at 537.5 eV, and a post-edge peak around 541 eV (3). The suggested interpretation in Wernet et al. is the following: The weakly coordinated OH in molecules with asymmetric donating H-bonds gives rise to the strong pre-edge and main-edge features observed for liquid water, while the more strongly H-bonded OH contributes to the post-edge peak (3; 11; 18). In tetrahedral configurations, as in ice, both OH groups are coordinated with neighboring water molecules giving rise to DD species. Thereby the contribution to the intensity at the post-edge will be nearly twice as large compared to from an SD configuration. In this sense, part of the intensity of the post-edge is transferred to the pre-edge and main-edge upon breaking one donor H-bond forming SD from DD configurations.

Fig. 2 shows a comparison between XRS spectra of room temperature water (25°C) and hot water (90°C) (3). The changes are small compared to the changes observed between ice and the liquid indicating that room temperature and hot water have very similar local structures.

Fig. 2 XRS spectra of liquid water at 25°C (solid line) and 90°C (dashed line) (normalized to the same area) and difference spectra: 25°C water minus bulk ice (solid curve) and 90°C water minus 25°C water (circles with error bars, curve has been multiplied by factor 8)(3).
Intensities in the pre- and main-edge regions increase while post-edge intensities decrease upon heating. Configurations with one uncoordinated or weakly H-bonded O-H group replace tetrahedral ones in the ice-liquid phase transition, and heating liquid water causes very similar types of spectral changes, but of ~8 times smaller magnitude. This was interpreted as conversion of DD species to SD with increasing temperature. Based on model experiments on bulk and surface of ice (see below) as well as theoretical calculations and modeling of ice spectra from the bulk and the surface, it was suggested that 60-95% of the structures in the liquid are of SD character and the rest DD or non-donor (ND) species. The estimated error bar was quite large since the exact line shape of the spectra from the different species is not known.

Smith et al. studied supercooled and room temperature water using a liquid jet (24) with XAS and indicated a larger temperature dependence compared to the results in fig. 2. It was suggested, based on a temperature-dependent Boltzmann distribution analysis similar to previous OH stretch Raman studies (29), that the conventional homogeneous near-tetrahedral water structure model is consistent with the energetics derived from the large spectral changes (24). However, Nilsson et al. showed in a Comment (19) that the latter study is inconsistent with previously published spectral changes (3), that it appears to be victim of self-absorption (often denoted “saturation effects”) resulting in experimental artifacts and that the spectral analysis was furthermore based on incorrect assumptions of spectral intensities (19).

The interpretation in Wernet et al. was also supported based on the difference between spectra of the bulk and surface of ice, where in the latter case free dangling OH groups generate SD species with a small post-edge and strong pre-edge (3; 30). Upon adsorption of ammonia to saturate the dangling OH the surface spectrum becomes more similar to that of bulk ice (3; 30). A subtraction between bulk and surface spectra was carried out in order to enhance the surface contribution (3). The interesting observation was the similarity of the ice surface spectrum to that of bulk water in terms of the pre-edge peak and smaller intensity of the post-edge in comparison to bulk ice. The use of the surface of ice spectrum was criticized by Smith et al. (23) who pointed out that there is a major discrepancy between the surface ice spectrum in Wernet et al. (3) and the ion-yield spectrum of Parent et al. (31) where the latter shows a much stronger pre-edge. Smith et al. (23) also raised severe questions regarding large variations of the relative spectral intensities between the pre-edge and main-edge in the experimental studies in Myneni et al. (18), Bergmann et al. (32) and Wernet et al. (3). This was also brought up in a recent study by Tse et al. applying the XRS technique to various ice forms and liquid water (26). The latter study also claimed that the pre-edge feature is more a spectroscopic core-excitonic feature and not particularly sensitive to the local H-bonding environment (26).

The core-excitonic nature of the pre-edge features was previously demonstrated through resonant Auger measurements (20; 33) where, after excitation at the pre-edge, the electron stays localized on the water molecule for longer than 20 femtoseconds whereas it delocalizes on a timescale of around 500 attoseconds for post-edge excitations (20). This was interpreted as the pre-edge excited orbital being strongly localized on the non-H-bonded OH group with a larger part of the wave function in the void outside the hydrogen atom where other molecules are not present. The wave function of the post-edge excited state is mainly located along the H-bonds connecting the various molecules which allows for fast delocalization.

The localization upon excitation to the pre-edge state was also observed in resonant X-ray emission spectroscopy (XES) through a spectator shift (25). It has been shown (13; 25) that the lone pair $1b_1$ peak in the XES spectrum of liquid water is split in two, $1b_1'$ and $1b_1''$, where the high energy $1b_1''$ XES peak is linked to the pre-edge spectral feature and the low energy $1b_1'$
to the post-edge in XAS (25). The temperature dependence of both XAS and XES give the same experimental observations where, in XAS, the post-edge diminishes and the pre-edge increases (3) with increasing temperature exactly in the same manner as the 1b1' converts to 1b1" in XES (25). Experimentally, each spectroscopic feature in XAS can be selectively accessed by the complementary XES, since the final state of XAS corresponds to the initial or intermediate states of XES (3; 14; 34). This way the 1b1" in XES peak is linked to the pre-edge spectral feature and the 1b1' to the post-edge in XAS. Since the post-edge feature is clearly enhanced in ice (3; 30) it is consistent with that the 1b1' is tetrahedral-like, whereas the pre-edge peak, in XES associated to the 1b1", has been discussed in terms of distorted H-bonding configurations (3; 21; 23). This result has been put forward as strong evidence for the existence of two distinct structural motifs in liquid water (25). An alternative interpretation regarding the two lone pair peaks in the XES data based on ultrafast dissociation has been proposed (13; 35; 36) and arguments against this interpretation are given in another article in the current special issue (37). The interpretation in terms of two structures is furthermore directly supported by a recent study using Small-Angle X-ray Scattering (SAXS) measurements where the two structural species are shown to be spatially separated in the liquid providing strong independent support of the assignment (38). It is also fully consistent with an analysis of x-ray and neutron diffraction experimental data (39).

Since several of the x-ray spectroscopic results are currently strongly debated it is extremely important to be clear on what we can learn from these experiments. We will in this article focus on general experimental aspects of XAS/XRS measurements and what information various model experiments provide. We will also go through some basics regarding XAS which could be useful to readers interested in water but less familiar with x-ray spectroscopy. For a more general description of XAS we recommend the book “NEXAFS spectroscopy” by Stöhr (40).

II. Different Measurement Techniques

The application of XAS/XRS to water has only been developed recently due to the necessity of advanced detection systems and intense x-ray sources with a continuous spectrum, which can be produced by, e.g., a third-generation synchrotron facility. In particular the ultra high vacuum (UHV) environment required at the synchrotron beam lines has rendered oxygen K-edge (O 1s) XAS of water problematic due to the high vapor pressure of the liquid. The first measurement of XAS on liquid water was carried out by Yang and Kirz in transmission through a thin water film between two Si3N4-windows (41) in 1980 and later Bowron et al. (42) reported the first XRS measurements in 2000. Although these experiments demonstrated the feasibility of such measurements, no information about the H-bond structure in liquid water could be derived because of the limited spectral resolution. The sharp pre-edge peak structure and broad post-edge could not be resolved at this time. The first high-resolution measurement was by Myneni et al. in 2002 (18) with a resolution of better than 0.1 eV using fluorescence detection where all the spectral features could be resolved for the first time; the first XRS study where the pre-edge could be resolved as a shoulder was that of Bergmann et al. in 2002 (32). The sharpness of the pre-edge peak in the XAS spectrum was immediately recognized as remarkable. Most other spectroscopies applied to water, such as infrared spectroscopy and Raman spectroscopy in the OH stretch region, give rather structure-less spectra. However, both the Myneni et al. and Bergmann et al. studies did include some artifacts with respect to the quantitative aspects of the spectral features. This was addressed in a study by Näslund et al. in 2005 (43) where a detailed comparison of XAS/XRS measured with different detection schemes was conducted with the
conclusion that the relative intensities of pre-, main and post edges were incorrect in the first measurements. The same issue with respect to the relative intensities was also raised by Smith et al. in 2006 (23) and by Tse et al. (26) in 2008. There are in particular two issues in XAS/XRS experiments which are important to be aware of and that can affect the spectral intensities, namely self-absorption, which we denote as saturation effects, giving rise to a non-linear intensity scale for XAS and non-dipole contributions in XRS, which mainly affect the pre-edge intensity. We will below describe the different detection schemes for XAS and also how well XRS and XAS can be compared in terms of the spectral line shape. We will also discuss the problems with each detection scheme and how to correct or avoid a non-linear intensity scale or at least keep the deviation of the non-linear effect constant as other parameters are changed in the experiment and thereby obtain a correct relative intensity scale.

II.1 Detection methods of x-ray absorption spectroscopy

Fig. 3 The four different measurement methods of XAS and XRS of water shown in three columns: experimental setup, physical process and detected spectrum of liquid water for a) transmission, b) fluorescence yield, c) Auger yield and d) x-ray Raman as an inelastic process.

Fig. 3 shows the principles of measuring XAS using different detection schemes as either transmission or secondary yield techniques, using fluorescence or Auger detection, and of x-ray Raman scattering (XRS) (43). The most direct way to measure XAS is using transmission (fig. 3a) where the intensity is monitored after absorption in a thin cell and by using eq. (1) to determine the absorption coefficient \( \mu(\omega) \) as the photon energy varies (43).
The measurement is conducted by squeezing a small amount of water between two thin Si₃N₄ membranes. The transmitted intensity (I₁) is measured using a diode behind the sample and the incoming intensity (I₀) needs to be determined using an empty cell. The obtained spectrum is then measured as transmitted intensity where increasing absorption causes a decrease in the transmission, see fig. 3a. In order to determine the absorption coefficient \( \mu(\omega) \) the logarithm of the transmission spectrum is taken after proper normalization has been obtained by dividing by I₀. In order to obtain a spectrum where the most intense spectral features do not cause very low transmission and where the intensity of the continuum at higher energy can be determined with high accuracy it is important that the thickness of the water film is limited to between 300-500 nm. The challenge is to produce such a thin sample and also to obtain a uniform thickness over the area sampled by the beam. In fig. 4 we show transmission spectra of water that have been obtained either using a beam with a reduced spot size as obtained with a pin-hole of 50 \( \mu \text{m} \) or using a Scanning Transmission X-ray Microscope (STXM) with a focus of 50 nm as obtained from a zone-plate (44). As we can see there are deviations between the two transmission measurements which are due to the non-uniform thickness within the larger area sampled to obtain the normal transmission spectrum. In the STXM measurement the focus is much smaller than any length scale of the thickness variation which eliminates this uncertainty and provides the perfect conditions for transmission measurements. If several STXM spectra taken at different spots are summed together before the logarithm of the transmitted intensity is taken, a similar spectrum as from the normal transmission measurements is obtained as shown in fig. 4; the non-uniformity causes some saturation effects at the main-edge. Therefore, if perfectly flat and uniform samples cannot be generated, the most direct and reliable XAS transmission measurement of water is obtained when using the STXM set-up.

\[
I_1(\omega) = I_0 \exp(-\mu(\omega)x)
\]  

![Fig. 4](image_url)

**Fig. 4** Comparison of XAS transmission spectra of water measured with a 50 \( \mu \text{m} \) pinhole (normal transmission, blue line), STXM (normal STXM, red line) and after summing several STXM transmission curves at different locations of the sample with different thicknesses before the logarithm is taken to obtain the XAS spectrum (STXM used as normal transmission, black line).
The other detection modes of the XAS spectrum use an indirect method via the secondary process where the generated core hole decays via either radiative or non-radiative processes (40). The radiative detection scheme is often denoted fluorescence yield (FY) (fig. 3b) while the non-radiative mode (fig. 3c) can be divided into Auger-electron yield (AEY) and total electron yield (TEY) detection. Here we assume that the absorption within the detected layer is rather low allowing for a Taylor expansion of $\exp(-\mu(\omega)x)$ where the higher order terms can be neglected. This means that the detected signal in terms of core hole decay events is directly proportional to the absorption coefficient $\mu(\omega)$. If, on the other hand, the layer from which the secondary process is detected is rather thick, going beyond the linear regime, we could have saturation effects where the spectral intensities of the most intense features are suppressed (45–47). In the non-radiative process the core hole decays via the Auger process, giving rise to a high-kinetic energy Auger-electron which is detected via an energy dispersive electron analyzer to yield the AEY signal. Usually the penetration depths of soft x-rays are much longer than that for electrons. This would mean that the detected layer is much thinner in the case of FY than when using electron yield. Although the first high-resolution XAS of water was conducted with FY by detecting the emitted fluorescent photons at extremely grazing angle in order to decrease saturation effects by minimizing the thickness of the detected layer, the final spectrum still had severe saturation effects (18). It is, however, possible to correct for saturation effects if the attenuation of the emitted fluorescent light can be estimated (48; 49). It was shown in Näslund et al. that the FY spectrum of water after correction for saturation effects becomes rather similar to the transmission XAS and XRS spectra (48).

For solid materials the most commonly used detection techniques are AEY and TEY since the surface sensitivity provides a thin detection region and thereby saturation effects can be avoided. It might therefore seem to be a most attractive alternative to the complex transmission set-up with ultrathin samples and to avoid the problem with corrections of saturation effects with FY. Typically for solid samples AEY gives the highest surface sensitivity in comparison to TEY since within the material the majority of the Auger-electrons are scattered, which gives rise to a scattering cascade of low-kinetic energy electrons with a longer mean free path. Using AEY detection the Auger electrons which have not undergone significant energy loss are detected using an energy dispersive electron spectrometer as shown in fig. 3c (50). It has been observed that the AEY water XAS spectrum is different in comparison to the other detection modes, showing more intensity in the post-edge region (43). It is not clear at this moment if this should be attributed to the high surface sensitivity and that the structure in the surface region is different from the bulk. In the case of TEY all electrons are detected and the surface sensitivity can vary to a large degree depending on the kinetic energy of the electrons. It has been determined in theoretical simulations of the Auger cascade process in water that each Auger electron gives rise to 20 secondary electrons with many inelastic scattering events (51). The detected electron signal can thereby have a very large contribution of low energy electrons. Fig. 5 shows a comparison of water XAS spectra measured in transmission using STXM, which do not have any saturation effects, and an electron yield spectrum measured in 1 atm of He gas. The lowest excitation energy in He is 21.2 eV giving a long mean free path for electrons with energy below this value, while at higher kinetic energy the electrons are strongly scattered. The gas thus acts as a filter and the resulting spectrum has extremely large saturation effects where the whole main- and post-edge regions are suppressed indicating a depth of detection comparable to the depth of absorption. The long escape depth of the electrons is due to the existence of a band gap in water and electrons with a kinetic energy below that will, similar to the case of the He gas, have a very
low scattering cross section. In the TEY detection we can therefore have saturation effects if there is a large fraction of low-energy electrons in the detection scheme. It was argued that this was the cause for the different temperature dependence in Smith et al. in comparison with XRS measurements (19). In order to change the temperature in the TEY liquid jet set-up, the measurement position with respect to the nozzle was varied. This can lead to variations in jet size, in local geometry with respect to the incident light and detected electrons and in local gas phase pressure. In particular the spectra of Smith et al. showed a small increase in the pre-edge and a large decrease in both the main- and post-edge with increasing temperature contrary to the temperature dependence in the XRS spectra and to the difference between the spectra of ice and water (19; 24). The observed large decrease in the main- and post-edge spectral features follows exactly the expected dependence for a variation of saturation effects in the spectra (19). For TEY measurements of thin layers of ice on surfaces saturation effects can often be avoided by ensuring that the film thickness is small (below 100Å), i.e. smaller than the penetration depth of the incident photons.
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**Fig. 5** Comparison of XAS transmission spectra of water measured with STXM (red) with XAS measured with total electron yield detection mode in 1 atm of He gas using a Au wire as electron detector with a bias of +5 V.

Energy calibration can usually be conducted using absorption edges from compounds that are well known or by using special techniques to measure differences in kinetic energies of photoemitted electrons excited by first and second order light coming out from the diffraction grating in the monochromator (52). The difference is the absolute photon energy. This requires an electron analyzer and has typically been done for the ice samples to obtain the energy scale (30). In the case of the energy calibration of the water spectrum in Myneni et al. the measurements were conducted in such a way that the gas phase spectrum was obtained on top of the liquid spectrum (18; 48). The energy scale is then obtained relative to the gas phase.
II.2 Principle of X-ray Raman scattering

The XRS technique has many advantages over the different direct XAS measurements due to the simple sample environments when using hard x-rays and the high reliability in the relative intensities of the spectral features. In an inelastic x-ray scattering experiment a small fraction of the incident photon energy is transferred to the sample. Besides its application to small energy transfers, as in vibrational (10-500 meV) and valence band excitations (1-10 eV), inelastic scattering of hard x-ray photons permits electronic excitations of core levels in the sample (~50-1000 eV). This scattering, usually referred to as XRS, allows the study of absorption spectra with edge energies lying in the soft x-ray regime by using hard x-rays. Thus the XRS technique has advantages over the different direct XAS measurements due to the much longer penetration depth of hard x-rays (0.25-0.5 mm in water), which allows for more flexibility and less stringent requirements on both the sample and its immediate environment. In addition, because the XRS process is non-resonant, the scattering cross section varies very little across the near-edge region. This results in a very high reliability in the intensity scale and no saturation effects.

The close connection between XRS and XAS was established in the theoretical work by Mizuno and Ohmura (53) and experiments by Suzuki (54) in the late 1960s. In particular, the transition probability for XRS can be related to the same matrix element that determines x-ray absorption as long as the magnitude of the momentum transfer $q$ of the inelastically scattered photon is small (vide infra). The main difficulty of XRS is the extremely small scattering cross section, and it was not until the emergence of powerful synchrotron sources, and the development of efficient spectrometers much later, that the advantages of XRS started to impact core hole spectroscopy beyond demonstration experiments (for two reviews on some of the earlier work see e.g. (55; 56)). In the last few years there has been a very large surge in the number of XRS studies (see e.g. the many references in (57)) including numerous studies on water, aqueous systems, and ice under ambient and extreme conditions (3; 26; 32; 42; 43; 48; 57-64).

In XRS the scattered x-rays are detected with a high-resolution perfect-crystal spectrometer (see schematics in fig 3d), and most of the current devices are based on Bragg reflections from multiple spherically curved analyzers in a backscattering Rowland geometry. Such instruments combine good energy resolution (0.1 – 1 eV) with a large acceptance angle, yet the extremely low XRS cross section often requires a compromise in terms of resolution versus signal intensity. Because the energy resolution of XRS is determined by the convolution of both incident and scattered x-rays, many of the XRS experiments on water were performed with high flux Si (111) monochromators, hence an energy resolution limited to ~ 1 eV. Some higher resolution studies have been reported (26; 60) and recently we were able to obtain very high quality spectra of the temperature dependence in water with ~0.5 eV resolution using a 14-crystal spectrometer that captures 0.9% of the $4\pi$ sr solid angle (38). This allowed for the observation of temperature-dependent changes in the position and line shape of the pre-edge and main-edge spectral features (38) as will be discussed in section V.1.

Besides being complementary to XAS in terms of probing depth and sample environment, XRS has an additional spectroscopic property, namely the ability to probe the density of unoccupied states beyond the dipole limit that governs XAS. For a powder or amorphous system the double-differential cross section describing XRS is proportional to the dynamic structure factor
\[ S(q, \omega) = \sum |\langle f | e^{iqr} | i \rangle|^2 \delta(E_f - E_i + \hbar \omega), \]

where \( i \) and \( f \) refer to the initial and final states, the sum is over the final states, \( \hbar \omega \) is the energy loss, and \( E_i, E_f \) are the incident and scattered photon energies, respectively. As compared to XAS, the x-ray polarization vector is replaced in XRS by the momentum transfer vector \( q = k_i - k_f \). Here \( k_i \) and \( k_f \) are the wave vectors of the incident and scattered x-rays respectively and the magnitude of \( q \) is given by \( q = (k_i + k_f) \sin(\theta/2) \), where \( \theta \) is the scattering angle. The fact that \( q \) can be large requires the expansion of the exponential in the matrix element beyond the dipole contributions when the condition \( qr << 1 \) is not valid. These effects have been first studied on Li by Krisch et al. (65), and numerous recent studies have focused on investigating non-dipole contributions both experimentally and theoretically, including the work on water and ice by Fister et al. (57). For 1s electrons the approximate magnitude of \( r \) is given by the spatial extension of the core hole wave function \( r \sim a/Z \), where \( a = 0.53 \) Å is the Bohr radius and \( Z \) the charge of the absorbing atom. In the first XRS study of water with sufficient resolution to resolve the pre-edge (32), the spectra were taken integrated over a range of \( 0.36 < qr < 0.57 \), which was later found not to be in the strict dipole limit (3). The non-dipole contributions in the O K-edge of water mainly result in an enhancement of the pre-edge due to \( s \rightarrow s \) transitions as will be further discussed in section III.5.

Taking XRS spectra at large \( q \) might help to enhance small spectral changes (in particular in the pre-edge region) and there is an important practical advantage: the strength of the XRS signal is approximately proportional to \( q^2 \). This can be varied by either changing \( \theta \) or the magnitude of \( k_i \) and \( k_f \) by way of the incident x-ray energy \( E_i \). Based on such simple considerations going to higher \( E_i \) might seem to be the obvious choice; it even further enhances the XRS signal by way of a larger scattering volume. However, there is a severe experimental limitation because current perfect-crystal XRS spectrometers become both less efficient and poorer in energy resolution at higher energies. In addition, the Compton background becomes larger, changing the signal to noise unfavorably. Another practical consideration for the best choice for \( \theta \) is given by the fact that synchrotron radiation is linearly polarized in the horizontal direction and there is a \( \cos^2 \theta \) polarization dependence of the scattered intensity in a horizontal XRS scattering geometry. Therefore, ideally, XRS scattering is performed in a vertical scattering plane where the polarization factor becomes one. However, due to practical reasons related to the horizontal beam size, energy resolution and sample alignment, XRS experiments are sometimes carried out in a horizontal scattering geometry.

In order to determine the choice of the optimal incident energy as well as scattering angle several parameters have to be considered, in particular a) whether or not the XRS is to be directly compared to XAS, b) what is the scattering geometry, c) what is the required energy resolution, d) what is the required penetration through the sample environment, e) how large is the sample volume, and f) what is the concentration and type of the solvent (in case of aqueous solutions). To date all reported XRS experiments on water and aqueous solutions have been carried out at incident energies in the 7-10 keV range and with a resolution between 0.5-2 eV.

II.3 Comparing x-ray absorption and x-ray Raman measurement methods

In order to summarize the discussion of the experimental aspects of XAS/XRS we conclude that the most reliable methods for measuring XAS are either by transmission mode on a homogeneous sample or by using STXM to ensure measured regions of the sample with a
Fig. 6 Comparison of XAS transmission spectra of water measured with STXM (red) with an energy resolution of 0.1 eV and XRS (blue) with a total resolution of 0.5 eV.

perfectly uniform thickness of around 300-400nm or XRS at low q-transfer. Fig. 6 compares high-resolution XRS and transmission XAS with STXM spectra showing in general good agreement. We can note the better resolved pre-edge feature in the XAS spectrum which is attributed to the higher resolution of around 0.1 eV. However, we also observe a somewhat higher intensity of the pre-edge feature in the XRS spectrum, which could be due to a small non-dipole contribution even at the low momentum transfer condition. In the case of studies involving other detection schemes with the objective to follow relative spectral changes induced by temperature, pressure and various concentrations of solutes it is extremely essential that the experimental spectra are fully reproducible. Fig. 7 shows transmission spectra of pure water measured in 3 different runs separated by several months and where the experimental chamber has been moved in and out at the beam line at each occasion. As the figure shows, the data are fully reproducible although some weak saturation effect is present due to the non-uniform thickness of the water film. This level of reproducibility was only achieved after inserting a pinhole with diameter ranging from 10-50µm in front of the sample in order to measure regions of the sample where the thickness is uniform.

Fig. 7 XAS spectra of water measured in transmission mode from three separate beamtimes, showing reproducibility (red: December 2008, 50 µm pinhole; blue: May 2009, 10 µm pinhole; green: July 2009, 25 µm pinhole). All spectra were normalized by area from 532-550 eV.
III. Fundamentals of the Spectroscopy of Importance to Water

Let us first go through some basic principles regarding x-ray spectroscopy in general with an emphasis on aspects that are important for applications to water. The different concepts will be important for our understanding of the XAS/XRS spectra of water, adsorbed layers and various ices that will be discussed in sections IV and V.

III. 1 Basic principles of x-ray absorption spectroscopy

Fig. 8 Schematic orbital diagram of a free water molecule illustrating the principles for x-ray absorption spectroscopy and x-ray emission spectroscopy.

Fig. 8 shows a molecular orbital diagram of the free water molecule relevant for our discussion of XAS/XRS and XES. The three outermost occupied orbitals are the bonding 1b₂ and 3a₁ and the non-bonding 1b₁ lone-pair. To the two bonding orbitals corresponds a set of orthogonal orbitals of antibonding character which are denoted 4a₁ and 2b₂ and which are unoccupied in the ground state. Fig. 8 illustrates the two x-ray spectroscopies through a process where an electron is either excited from the O₁s core orbital to the unoccupied orbitals or an electron decays into the O₁s core hole from the occupied orbitals. The former is x-ray absorption where a photon is absorbed. The same excitation can occur through x-ray Raman scattering in which instead a high energy photon undergoes an energy loss where the energy is given to the excitation process from the O₁s core orbital to the unoccupied orbitals or an electron decays into the O₁s core hole from the occupied orbitals. The former is x-ray absorption where a photon is absorbed. The same excitation can occur through x-ray Raman scattering in which instead a high energy photon undergoes an energy loss where the energy is given to the excitation process from the O₁s to the unoccupied states. The decay of the excited state illustrated in fig. 8 is the x-ray emission process where a photon is emitted with energy corresponding to that released from the decay process. One thing that we immediately note in fig. 8 is the large difference in size between the occupied and unoccupied orbitals. The occupied orbitals are more confined in close proximity to the molecule whereas the unoccupied orbitals have larger spatial extent, in particular around the hydrogen atoms. This results in a large difference in sensitivity to H-bonding between the two spectroscopies. As will be discussed in section III.4 the XAS spectrum changes dramatically due to H-bonding when other molecules come close and overlap between the unoccupied orbitals causes rehybridizations and energy...
shifts. On the other hand the occupied orbitals will be much less sensitive to H-bonding since the overlap with other molecules is much smaller. This is also observed in the x-ray emission spectra (XES) of water (14; 25) and also in the corresponding photoelectron spectra where the valence electrons are directly ionized (66; 67). In the XES spectra there is an interesting split in the 1b₁ orbital spectra which is mainly due to a core level shift of the O1s which will affect the energy of the decay (25).

The primary focus of this article is on the XAS and XRS at the dipole limit but many aspects are the same for XES. The most essential aspect of the spectroscopic process is that it provides an atom-specific probing of the electronic structure around a specific site coupled with the dipole selection rule. This comes from the unique property to probe the valence electrons close to the core electron shell where the matrix element in the transition becomes atomic-like. It forms the basis for the “one-center approximation”. Let us illustrate in a simple manner this principle for the carbon monoxide (CO) molecule. First we need to consider the transition matrix element for x-ray absorption.

\[ I \propto \left| \langle F | \vec{D} \cdot \vec{E}^* | I \rangle \right|^2 \]  

(3)

The initial and final state wave functions contain all electrons in the whole system. We may attempt to approximate the matrix element over the determinantal wave functions \(|F>\) and \(|I>\), representing the final and initial states, in such a way that we separate the one-electron core \(\phi_c\) and the excited orbital, \(\phi_v\), that are directly involved in the excitation process from the rest of the system, \(\Psi_f\) and \(\Psi_m\). We distinguish the one-electron part from the many-body part of the matrix element in the following way:

\[ I \propto \left| \langle \phi_v | \vec{D} \cdot \vec{E}^* | \phi_c \rangle \langle \Psi_f | \Psi_m \rangle \right|^2 \]  

(4)

The term \(\langle \Psi_f | \Psi_m \rangle\) is the codeterminant of orbital overlaps obtained by eliminating the orbitals \(\phi_v\) and \(\phi_c\) from the full determinant. In the case that the remaining orbitals are only slightly perturbed by the transition then the codeterminant will be approximately unity and the cross section can be approximated by the single term shown in eq. 4. If we assume that this is the case we can furthermore neglect the many-body overlap term and the matrix element is reduced to an overlap between the core and valence orbitals weighted with the dipole operator.

Fig. 9 shows the 1s and 2p wave functions for the C and O atoms in a CO molecule (34), which are the orbitals involved in the determination of the transition moments in eq. 4. The atoms are positioned relative to each other at 1.15 Å corresponding to the bond distance in CO. We observe the strong overlap of the O2p and C2p wave functions which will lead to the formation of molecular orbitals. The energy positions of the resulting molecular orbitals will depend on the nature of this overlap. If we inspect where in the atoms the 1s levels overlap with the valence orbitals we see that it takes place deep inside the atom in the region of the core electrons. This region will make the largest contribution to the matrix element in eq 4. There are no significant interatomic contributions between the O1s and C2p or C1s and O2p orbitals. The contribution to the one-electron matrix element comes only from the particular center on which the core electron is located; the magnitude of off-center 2p orbital contributions is determined
Fig. 9 Orbital amplitudes along the bond axis of the atomic (dashed lines) C 2p, O 2p, and (solid lines) C 1s and O 1s wave functions with C and O atoms at the interatomic distance, 1.15 Å, of the CO molecule (34). Note that the amplitudes are normalized to give the correct atomic orbital normalization over volume.

through the amplitude over the core region and this is extremely small. We note then that the transition moment is related to the atomic part of the molecular orbitals whereas the energy of the transition will be more connected to the extended part of the molecular orbital where overlap between different atomic centers takes place. The intensity of the x-ray absorption transition is thus directly related to the partial population of atomic 2p character in the different unoccupied molecular orbitals and we can then apply a simple atomic picture of the dipole selection rule where the change in angular momentum in the x-ray transition is given by:

\[ \Delta l = \pm 1 \]  

(5)

From s core electron absorption we probe unoccupied local p character in the molecular orbitals; that is, we measure the projection of the atomic p orbital contribution to the molecular orbitals through the intensity of the transition as seen in the spectrum.

III. 2 The water gas phase spectrum

Let us now take a look at the gas phase XAS spectrum of the water molecule, H₂O, as shown in fig. 10 (18). The two lowest transitions correspond to excitations into the 4a₁ and 2b₂ molecular orbitals (40). The intensity of the transitions reflects the amount of O₂p character in these orbitals. Since all the occupied orbitals in the water molecule are strongly polarized towards the oxygen atom due to the difference in electronegativity, then, due to orthogonality, the antibonding unoccupied orbitals 4a₁ and 2b₂ are dominated by contributions from the hydrogen atoms. An inspection of fig. 8 shows that the orbitals extend far outside the water molecule on the hydrogen atom sides. This comes also from the antibonding character which pushes the charge distribution in the orbitals away from the OH bonds. The intensities of the excitations into the first molecular orbitals in the water molecule are much lower in comparison to transitions into molecular orbitals of a homonuclear molecule such as the π excitation in O₂ (40) due to the greater O₂p orbital population in water leaving less unoccupied 2p character.
At higher energies we see a series of very sharp peaks which come from excitations into Rydberg orbitals. These are mainly composed of np orbitals from higher shells such as 3p, 4p etc. Since the wave functions of the higher shells are located further out from the core they will give rise to smaller overlap with the 1s orbital and thereby give lower intensities. These Rydberg excitations converge towards the water molecule ionization potential at 539.6 eV (68). At energies above the ionization energy only a straight line is observed in the spectrum which corresponds to excitations into the continuum with an outgoing free electron wave. The intensity decreases to higher energies since the wave length of the outgoing wave decreases causing smaller overlap with the core. In some molecular systems such as N2, CO and O2 the antibonding σ orbitals are pushed up in energy and appear above the ionization threshold (40). This is no longer a bound state and is instead viewed as a resonance where the excited electron rattles around within the centrifugal barrier of the molecular potential before it escapes as a free electron above the vacuum level (40). These states are therefore often denoted shape resonances. The free water molecule has no such resonances but upon H-bonding there are states pushed up in energy and these have properties similar to the shape resonance seen for orbitals in small molecules. This will be discussed in section III.7.

III. 3 Vibrational excitations

The time scale of the excitation process is very short compared to nuclear motions. The interaction between two states separated by an energy ΔE evolves over a characteristic time t of an optical cycle t ΔE ~ h, where h=4.136 fs eV. For an O1s excitation process with ΔE~530 eV, the excitation time scale becomes t ~ 8 as (20). This is much shorter than any nuclear motions and we can therefore regard the nuclear positions as frozen during the excitation process. This is the basis of the Franck-Condon principle which is illustrated in fig. 11. This often leads to an x-ray spectroscopic process being accompanied by excitation of vibrations: If after core-excitation equilibrium interatomic distances and/or the force constants change, vibrational motion is excited in the final state. The ionization is usually treated within the Born-Oppenheimer approximation,
which implies that the nuclear motion can be decoupled from the electronic motion. This allows the total wave function to be factorized into one nuclear and one electronic part, which are solutions to separate equations.

Fig. 11 Initial and final state potential energy curves describing x-ray absorption in two different cases: a) corresponds to a small and b) to a large geometry change due to the excitation process, giving rise to small and large line widths, respectively.

Fig. 11 shows the potential energy curves for the nuclear motion for two different cases. The lower curve in each figure corresponds to the initial state and the upper curve to the final state of a particular electronic transition, such as a core-ionization process. The vibrational states are characterized by quantum numbers \( v \) and \( v' \) for the initial and final states, respectively. In fig. 11 it is assumed that only the \( v=0 \) vibrational state is populated in the initial state. For the transition probabilities to the various vibrational states the Franck-Condon principle is generally applicable and states that the relative transition probabilities for the same electronic transition are given by the square of the overlap between the initial and final state nuclear wave functions. The situation in fig. 11a refers to a situation where the initial and final state potential energy curves are very similar. In this case only the \( v=0 \) to \( v'=0 \) overlap is non-zero and the peak is very sharp as is the case for the Rydberg state at 537.2 eV excitation energy in gas phase water. In fig. 11b the potential energy curves are quite different and the \( v=0 \) wave function is non-orthogonal to a whole series of final state wave functions with \( v'=0, 1, 2 \) etc. This leads to the excitation of a number of different vibrational final states leading to broad spectral lines as seen in the \( 4a_1 \) and \( 2b_2 \) peaks. Excitation into antibonding orbitals leads to much larger deviations of the final state equilibrium geometries which is seen as greater broadening of the spectral features in comparison to excitations into non-bonding orbitals such as Rydberg states. Furthermore, excitation into the \( 4a_1 \) antibonding state leads to a final state potential energy curve which is dissociative where the hydrogen atom will be repelled with a kinetic energy depending on the initial nuclear position at the time of ionization (69-71).

The \( 2b_2 \) state on the other hand shows vibrational fine structure in the XAS spectrum as shown in fig. 12 (72). There are two different vibrational progressions corresponding to excitations of the OH stretch and bending modes. The equilibrium geometry of the core excited \( 2b_2 \) state is where the O-H bond is elongated by 0.25 Å and the H-O-H angle has become 10°.
smaller. Fig. 12 shows the different $2b_2$ line shapes of the H$_2$O and D$_2$O molecules due to the smaller vibrational energy in the heavier D$_2$O molecule.

![Fig. 12](image)

Fig. 12 High resolution gas phase spectra of the H$_2$O and D$_2$O molecular $2b_2$ band (72). The solid curves are the results of a least-squares peak fit.

The importance of the Franck-Condon principle for XAS on liquid water is that all water molecules are frozen on the time-scale of the spectroscopic process. This means that the spectral information reflects a spatial average of frozen geometries of the molecules in the liquid with, in addition, an average in time corresponding to an average of snapshots of configurations at different times during the measurement. This is different in comparison to OH stretch vibrational spectroscopy where the time-scale of the excitation process is similar to the dynamical motion in the liquid complicating the interpretation (73). In spite of the ultrashort time-scale of the x-ray absorption process, vibrations still affect the line shape of the liquid water spectrum in the form of vibrational excitations of the internal bonds similar to the gas phase spectrum. We will discuss some of these in connection to the difference in spectral line shape between liquid H$_2$O and D$_2$O in section V.2.

III. 4 Spectral changes due to the formation of condensed phase

We will next consider changes in the XAS spectra due to the formation of a condensed phase such as ice. Let us compare spectral changes upon condensation of water with those of a molecule such as methane (CH$_4$) which is similar to water in terms of its electronic structure. In the top part of fig. 13 the XAS spectrum of gas phase methane is shown (74). The spectrum shows a lot of resemblance with the gas phase water spectrum but with a richer, more resolved vibrational fine-structure. When we condense a thick layer of methane into ice on a Pt(111) surface at 30 K we observe rather small changes in the spectrum (75). There are some small additional broadenings, but most of the vibrational fine-structure is preserved. However, when we condense water into ice there are very large spectral changes as shown in the bottom part of
The discrete spectral features of the $4a_1$ and $2b_2$ orbitals are nearly gone and instead a strong broad resonance, denoted the post-edge, develops at 5 eV higher excitation energy than the $4a_1$ state of the free molecule. The observed large spectral change upon water vapor condensation must be related to the formation of H-bonds. The short intermolecular distance in H-bonds must perturb the electronic structure of the water molecule leading to the formation of a completely different set of unoccupied molecular orbitals or, since we are dealing with a condensed phase, band structure.

![XAS spectra of gas and ice phase water and methane (30; 74). Note the two energy scales below and above the spectra for the O1s and C1s regions, respectively.](image)

Although the vibrational fine-structure is still seen in the methane ice spectrum for the first few excited states no fine-structure is seen for the Rydberg orbitals around 289 eV and above. Instead broad resonances appear in the spectra. The much larger radius of the Rydberg orbitals causes these to overlap with the surrounding molecules in the condensed phase lattice and thereby shifting their energy positions to form broadened resonances more resembling a band structure picture. In a simplified picture the larger C-C distance of 4.16 Å (76) between the methane molecules in methane ice in comparison to the O-O distance of 2.75 Å in water ice requires excited states involving orbitals with larger radius that can overlap with those of the surrounding molecules for spectral changes to occur. This is then exactly the case for Rydberg orbitals in methane whereas the same type of change is seen already for the more compact molecular orbitals in water. This is a clear manifestation of the difference in nearest-neighbor distance between methane and water ices in the respective XAS spectra. If we imagine that we could move water molecules to the same distance as in methane ice we would expect to observe intact and discrete excited states for the $4a_1$ and $2b_2$ orbitals in water ice as seen in the spectrum of methane ice. We can from this already conclude that for transformation back to the more discrete molecular orbitals seen as the pre-edge and main-edge features in the liquid phase water
spectrum in comparison to ice a substantial change in geometry causing much smaller overlap in the excited state with the surrounding molecules is required.

Another important aspect which is different in the water and methane ices in comparison to the gas phase spectra is the lack of a clear onset of the ionization continuum. In the gas phase spectra we observe the Rydberg series converging to the ionization limit. However, in the condensed phases all the electronic states form a band structure according to the crystal potential. No vacuum level exists inside the condensed phase and an excited electron will only adopt a free electron wave nature when it has escaped the solid. This is typically what is monitored in photoelectron spectroscopy and described as a three-step model with excitation, transport to the surface and escape into vacuum (77). In XAS we only deal with the first step and therefore the ionization potential limit is not appropriate for understanding a condensed phase XAS spectrum. This situation could, however, be different on the surface where a molecule is both part of the condensed phase and connected to the outside vacuum.

III. 5 Symmetry properties of excited states in ice and water

There is one particularly unique property of importance for XAS applied to water which is related to the dipole selection rule and thereby to the amount of $O_2p$ character in the excited orbitals. The hybridization between $O_2s$ and $O_2p$ depends strongly on the local symmetry. Let us first review the spectral intensities of the first excited states in the series of small molecules of the C, N, O and F hydride series where the molecular symmetry changes from 3-dimensional tetrahedral to linear.

Fig. 14 Spectra of the isoelectronic molecules methane, ammonia, water and hydrogen fluoride together with the two first unoccupied molecular orbitals (40). The spectra have been aligned according to the ionization potential (IP).
Fig. 14 shows spectra of the isoelectronic gas phase molecules methane, ammonia, water and hydrogen fluoride (40). The two lowest unoccupied molecular orbitals (LUMO) are rather similar to the 4a1 and 2b2 in water but with some most interesting trends with respect to the atomic hybridization as shown in the right part of fig. 14 (40). The CH4 molecule has tetrahedral Td symmetry which causes the carbon contribution to the LUMO 3a1 orbital to be of pure C2s character whereas the contributions to the three degenerate LUMO+1 2t2 orbitals are only of C2px, C2py and C2pz characters. Since the dipole selection rule with an excitation from the C1s level only gives significant intensity for promotion of the electron to orbitals of carbon 2p character we expect no intensity for the LUMO orbital but high intensity for the LUMO+1 orbitals. If we inspect the methane spectrum in fig 14 we only see a weak shoulder for excitation into the LUMO 3a1 orbital and an intense peak for the LUMO+1 2t2 orbitals. This follows perfectly the dipole selection rule as expected. If we look at the high resolution gas phase spectrum of methane in fig. 13 (74) we can still observe some very weak intensity related to excitations into the 3a1 orbital. The reason for this is related to the Franck-Condon principle where the instantaneous geometry is seen as frozen on the time-scale of the excitation process and the molecular deformation along the coordinate of asymmetrical C-H vibrations dynamically breaks the molecular tetrahedral Td symmetry. When a hydrogen atom is removed, as in NH3, the tetrahedral symmetry is broken and 2p components are now allowed in the a1 orbital providing intensity in the XAS spectrum. This trend is further strengthened as we remove one more hydrogen atom as in H2O and then one more for HF. It looks like we have a most interesting sensitivity to detect tetrahedral symmetry through the atomic hybridization in the LUMO state. Could this also be applicable to ice where we form a semi-tetrahedral structure through H-bonding?

![XAS theory](image)

Fig. 15 Computed core excitation processes for bulk ice and a single-donor (SD) species from a liquid simulation (11). Separate contributions from p character and location of s states are indicated. Note that the intensity scale between p and s states is arbitrary.
Such an hypothesis can be tested using theoretical calculations of the XAS spectra with the dipole operator to obtain the $p$-character and a simple, spherically symmetric $r^2$ operator to detect $s$-character (11). The top part of fig. 15 shows the computed core excitation process using the two different transition matrix elements applied to a model of ice I$_h$ (11). We note that the electronic states with $s$ character reside close to the onset of the unoccupied states which we can denote LUMO. In this spectral region the $p$ character is extremely low but it is instead dominating in the post-edge region around 540 eV. This electronic structure situation resembles the methane molecule where the $s$ and $p$ atomic contributions are clearly separated into different excited states as a consequence of the tetrahedral symmetry. If we now start to deviate from the tetrahedral symmetry in ice by breaking H-bonds we expect to see similar changes in the spectrum as between CH$_4$ and NH$_3$. The bottom part of fig. 15 shows the $s$ and $p$ contributions to the core-excited electronic structure for a particular SD species taken from an MD simulation(11). In this case we have broken the tetrahedral symmetry and now $p$ states can hybridize with the $s$ states. The lowest unoccupied states are now visible in the computed XAS spectrum. This results in the important pre-edge feature as seen in the water spectrum and the $p$ hybridization provides the intensity. The pre-edge feature will mainly be of $s$ character and the more distorted the local geometry is through weakening one of the donating H-bonds the more $p$ character can be involved in the hybridization.

![Graph of XRS spectra and difference spectrum](image)

**Fig. 16** (top) XRS spectra of water at different $q$-transfer and (bottom) the difference between the two spectra.

With XRS we have the ability to change the selection rule using different $q$-transfer and thereby probe also the $s$-character through non-dipole contributions. Fig. 16 shows XRS spectra for room temperature water at two different $q$-transfers. The spectra indicate that non-dipole contributions at the O K-edge of water can be observed for $q > 4$ Å$^{-1}$ (corresponding to $qr > 0.27$) through an enhancement of the pre-edge intensity. Thus comparisons between XRS and XAS have to take these potential contributions into account. (Note that the XRS spectrum shown in Fig. 6 was measured with a momentum transfer $q=2.6 \pm 1$ Å$^{-1}$). Also shown in Fig. 16 is the difference spectrum between the highest and lowest measured $q$ values in water and we clearly
see a peak at the pre-edge. The difference spectrum should be dominated by the $s$ contribution in the pre-edge feature. This is an experimental confirmation of the symmetry properties of the pre-edge peak that it is dominated by $s$-character and breaking the semi-tetrahedral symmetry allows mixing with more $p$-character. We should however, note that using extremely high $q$-transfer would make the pre-edge feature less sensitive to the surrounding network since it will then both probe $s$ and $p$ character and would thereby not give rise to spectral intensity modifications through small changes in the $sp$ hybridization of the excited state.

III. 6 Electron localization in the core-excited states

We can access the various resonances in the XAS spectra using selective excitation and then follow the subsequent core hole decay process. This can give information about how the excited state evolves in time due to electron rearrangements and changes in the nuclear coordinates. As discussed in section III.3 the excitation process occurs on an ultrafast time-scale of a few $\text{as}$ and the O1$s$ core hole has a life time of around $3.6\text{fs}$ (78) which is determined by the rates of the two decay channels, Auger emission and fluorescence. If electron or nuclear rearrangements occur during the lifetime of the core hole state it will show up as a signature in the decay spectra. With the knowledge of the core hole life time, the time scales of the electron or nuclear rearrangements due to the core excitation can be determined (20; 33; 79-88). In the following we will concentrate on the electron localization-delocalization processes in water as measured by using resonant excitation into the pre-edge and post-edge regions.

Fig. 17 shows the Auger decay process upon resonant excitation into either a specific resonance in the XAS spectrum or at high excitation energy. The latter results in a free-electron-like state which delocalizes extremely fast away from the excited atom; eventually, if the electron is transferred to the surface without losses, it escapes resulting in ionization. This is denoted non-resonant excitation and is similar to excitation in the gas phase well above the ionization threshold. The following Auger decay shown in fig. 17 as A-C is therefore called "normal Auger decay" and results in a two-valence-hole final state. The core electron can alternatively be excited to a specific resonance in the XAS spectrum, denoted resonant excitation. If the excited state is spatially localized at the excited molecule there is a chance that the electron is captured for longer times. This can be observed through large differences in the Auger spectra if the excited electron is still present or already delocalized when the core-hole decays. If the excited electron delocalizes faster than the core-hole decay process, it gives the same final state as normal Auger decay as shown in fig. 17 as B-C. On the other hand, an excited electron that remains localized during the core-hole decay process affects the kinetic energy of the Auger electron causing what is called a spectator shift; this decay channel is denoted "spectator Auger decay" and is shown in fig 17 B-D.

Here we consider the O KLL Auger decay, where L corresponds to molecular orbitals of O2$p$ character ($1b_1, 3a_1$ and $1b_2$ in the water molecule). Fig. 17E illustrates the kinetic energy shift of the outgoing Auger electron as given by two extreme cases in simulated spectra (20) for a water tetramer with two electrons removed from the L shell: One spectrum with the excited electron completely removed (normal Auger decay) and one with the excited electron localized in the LUMO orbital (spectator Auger decay). The spectator Auger spectrum is shifted approximately 5 eV towards higher kinetic energy relative to the normal Auger spectrum, reflecting a general spectral trend of spectator decay towards higher kinetic energy due to the screening of the final state by the localized (spectator) electron. From the intensity ratio of the two final states and the life-time of the core hole the electron delocalization rate can be determined (79).
**Fig. 17** Schematic representation of the core excitation and deexcitation processes. An O1s electron is (A) ionized and (B) pumped to an unoccupied molecular orbital producing the excited electron and the core hole. (middle) (C) During the life-time of the core hole there is a probability for the excited electron to be transferred to another atomic site through a delocalization process. (bottom) With a decay time of 3.6 fs, the Auger process fills the core-hole with one electron from the valence band and a second electron takes up the excess energy and is emitted. Two different final states can be observed, (D) normal Auger where the excited electron is missing on the decaying atom and (E) spectator Auger where the excited electron is still present, i.e. the excited electron remains localized. In the spectator case (E) the ejected electron will have different kinetic energy due to the screening of the final state by the additional localized electron.

In fig. 18, the measured O KLL Auger decay spectra for selected excitation energies in liquid water are shown (20). The inset shows the corresponding XAS spectrum with arrows indicating excitation energies. Upon excitation at the pre-edge (535 eV), the spectator Auger intensity (center around 506 eV) is pronounced, whereas the normal Auger intensity (centered around 501 eV) is very small. Upon excitation to the post-edge, it is the other way around, with normal Auger intensity dominating the spectra. Thus, for core excitations into the pre-edge state, associated with the weakly H-bonded OH groups in SD species in the liquid, the electron remains localized far longer than the core-hole life-time. For excitations into the post-edge state, associated with OH groups involved in strong H bonds, the delocalization rate is instead much faster than the core-hole life-time. The delocalization rate, $\tau_{CT}$, was determined from the experiment by scaled subtraction of the relative intensity of normal Auger decay ($f_{aug}$) using the
Fig. 18. Resonant Auger spectra of water with selective excitation as either non-resonant (550 eV) or to the pre-edge and post-edge resonances in the XAS spectrum (insert) (20). Using the decay from non-resonant excitation as model spectrum for normal Auger decay, the normal Auger fraction $f_{aug}$ is quantified for the excitation at the post-edge and at the pre-edge. The difference between the measured spectra (line) and the normal Auger fraction (dotted) is associated with the spectator decay spectra (dashed), shifted to ~ 5eV higher kinetic energy in agreement with theory (see fig. 17). All spectra were area normalized in the region 495 – 510 eV prior to the quantification.

measured non-resonant Auger spectrum at 550 eV to describe the normal Auger spectral shape (dotted in fig. 18). Applying the relation $\tau_{CT}=\tau_{c}*(f_{aug}^{-1}-1)$, where $\tau_{c}$ is the O1$s$ core-hole lifetime, $\tau_{CT}$ is determined to be faster than 500 as for post-edge excitation (normal Auger fraction $f_{aug} > 0.88$), and slower than 20 fs for pre-edge excitation ($f_{aug} < 0.15$). Similar results have also been obtained for ice where the post-edge is connected to excited states in the bulk and the pre-edge to the surface (20).

We can also use the other decay channel involving fluorescence which is also denoted x-ray emission (XES) (13; 14; 25; 34; 37; 89). It has been shown by Tokushima et al. and Fuchs et al. that the lone pair 1b$_1$ peak is split into two components, which Tokushima et al. interpreted (25; 37) as due to tetrahedral (1b$_1'$) and H-bond distorted (1b$_1''$) structures in the liquid which coexist in a fluctuating H-bonding network (38). We will discuss the implications of the two peaks for the emerging picture of water structures in section V.1. Similar to the case of resonant Auger above we can follow how the XES spectra change as we excite into specific resonances in the XAS spectrum. It has been shown that upon post-edge excitation there is no shift of the energy positions of the spectral features (25; 37) with respect to non-resonant excitation at 550 eV, which is fully consistent with the resonant Auger results in fig. 18 (20). However, upon post-edge excitation the intensity of the 1b$_1'$ peak, connected to tetrahedral structures, is enhanced
reflecting that this resonance is connected to strong H-bonding. Fig. 19 shows the evolution of the 1b\textsubscript{1} XES spectra for D\textsubscript{2}O at excitation energies close to the XAS pre-edge (25; 37). We note that the 1b\textsubscript{1}'' shifts towards lower energies as we decrease the excitation energy towards the pre-edge whereas the 1b\textsubscript{1}' is at constant energy and diminishes in intensity. This is fully consistent with the assignments of both the 1b\textsubscript{1}'' and pre-edge spectral features as being H-bond distorted or even as SD species. We also observe the spectator shift of the 1b\textsubscript{1}'' upon pre-edge excitation in full agreement with the resonant Auger results in fig. 18. However, in the case of XES the spectator shift is towards lower emission energies whereas in the Auger case it is towards higher kinetic energies. This can be understood by considering the number of electrons involved in the respective decay process. The spectator shift in the Auger decay arises due to the more efficient screening by the spectator electron of the two valence holes in comparison to screening the single core hole state which lowers the final state energy and thereby increases the energy released in the decay process. In the x-ray emission process both the initial state and final state contain only a single hole and the screening of the spectator electron is more energy efficient for the deeper-lying core hole than for the valence hole causing greater stabilization of the initial state and thereby a decrease of the emission energy.

![Figure 19](image.png)

**Fig. 19** Excitation energy dependence of D\textsubscript{2}O XES spectra from 537 to 534.5 eV demonstrating the Raman shift of the 1b\textsubscript{1}'' peak (25).

Can we understand why the pre-edge is a strongly localized state whereas the post-edge is delocalized? One obvious difference is the higher energy of the post-edge which resides in the energy regime above the gas phase ionization potential whereas the pre-edge is at threshold and could have significant core excitonic character. Let us turn to some theoretical calculations of the wave functions of these two O1\textsubscript{s} excited states. In fig. 20, we show representative orbital plots for typical pre-edge and post-edge excited state wave functions, computed using DFT (28) on
cluster models from an MD snap-shot (20). The post-edge (fig. 20a) is dominated by states delocalized along the H-bonds over many atomic centers. This is consistent with the large fraction of normal Auger decay at this excitation energy, showing that the excited electron is propagated into the H-bonded network at the time of the core-hole decay. In contrast to this, the orbital corresponding to the pre-edge excitation for a typical SD configuration (fig. 20b) is localized along the internal non-H-bonded O-H bond (3). The confinement of the wave function causes a large difference in localization character of the pre-edge excited state in the liquid compared to the conduction band in both water and ice.

**Fig. 20** Orbital plots of core-excited states in (a) the post-edge region and (b) the pre-edge regions with the core hole on an SD species with the structure taken from a snap-shot of an MD simulation (20).

These results are fully consistent with the interpretation that the post-edge spectral feature is directly connected to strong H-bonding whereas the pre-edge feature is connected to structures that create a cavity around the OH where the excited electron can become fully localized without any significant overlap with the surrounding. If we then want to call the pre-edge a localized Frenkel excitation and the post-edge a delocalized Wannier excitation, as in Tse et al. (26), is only a question of semantics.

**III. 7 Shape resonances and bond length with a ruler**

There is an important concept in XAS denoted “bond-length-with-a-ruler” which was developed by Stöhr and coworkers regarding shape resonances which appear in the ionization continuum in spectra of free and adsorbed molecules (40; 90-92) as discussed in section III.2. As shown in fig. 10 there is no real shape resonance in the continuum in the free water molecule spectrum whereas many molecules such as N₂, O₂, CO, C₅H₂, C₃H₄ etc. show a clear resonance (40). These resonances are often of σ* symmetry with antibonding character between the connecting atoms. Excitations into the antibonding OH orbitals, denoted 4a₁ and 2b₂, appear in the case of the free water molecule in the XAS spectrum in fig. 10 as bound states below the ionization potential. The question is if the post-edge resonance in condensed phase could mimic in some ways the shape resonance in small molecules.
The $\sigma^*$ shape resonance above or near the ionization potential (IP) appears when the excited core electron is briefly trapped in a molecular potential barrier before leaving the system. A molecular orbital picture of this phenomenon describes a process in which the electron is excited into an unoccupied antibonding molecular orbital above the ionization potential before it is ejected as a photoelectron. The energy position of the $\sigma^*$ resonance is, therefore, dependent on the splitting between bonding and antibonding orbitals, as depicted in fig. 21, which, in turn, is correlated with the bond length, since the $\sigma^*$ orbital is located along the intermolecular axis. A smaller splitting, which results from a longer bond length, positions the $\sigma^*$ orbital at a lower energy relative to the IP, while a larger splitting (shorter bond length) results in the $\sigma^*$ position at a higher energy. Sette et al. empirically found a linear correlation between $\sigma^*$ resonance position relative to the IP and the bond length that can be used to predict unknown bond lengths with a high precision (90).
The bond-length-with-a-ruler model has been used to characterize the different species of many molecular adsorbates on surfaces (40) but here we demonstrate the principle for the oxygen molecule (O\textsubscript{2}) adsorbed on Pt(111) (93). Fig. 22 (left) (93; 94) shows the O1s XAS spectra of O\textsubscript{2} on Pt(111) at different substrate temperatures. As the substrate temperature is increased from 25 K (physisorbed phase) to 90 K (first chemisorbed phase) and to 135 K (second chemisorbed phase), the $\sigma^*$ resonance peak shows a downward shift as indicated by the vertical lines, suggesting that the O-O bond is progressively lengthened as the temperature is raised. It can be concluded that the oxygen molecules are in the superoxo (O\textsubscript{2}\textsuperscript{--}) and peroxy (O\textsubscript{2}\textsuperscript{2--}) configurations in the first and second chemisorbed phases, respectively (93; 94). In fig. 22 (right) (93), the triangular markers show that the position of $\sigma^*$ resonance and bond length are linearly correlated, confirming the conclusion of Sette et al. (90).

In the case of water, the post-edge can be assigned to a shape resonance analogous to adsorbed O\textsubscript{2} on Pt(111). It has been discussed in previous sections that the post-edge peak of water and ice arises from strong hydrogen-bonding between two water molecules, which is described as a result of orbital mixing in addition to strong dipole-dipole interaction (94). Therefore, the energy position of this peak depends on the H-bond distance when a core electron is excited into this high-lying, unoccupied mixed orbital. Furthermore, fig. 20 shows the computed wave function corresponding to a post-edge excited electron where it is clearly of antibonding character between the water molecules. Fig. 23 shows simulated XAS spectra of ice clusters as function of donating H-bond (oxygen-oxygen) distance (6). The energy position of the post-edge peak is shown to be dependent on O-O distance in a roughly linear correlation with a factor of 8 eV/Å (6).

Fig. 23. Simulated XAS spectra for 17 molecule cluster (ice structure) as a function of donating H-bond (O-O) distance for both bonds (6).
Experimental evidence for the bond-length-with-a-ruler concept in liquid water is presented in a study by Cavalleri et al. where the XAS spectra of HCl aqueous solutions at various concentrations were measured using FY (96). Fig. 24 shows the O 1s FY-XAS spectra of 0.1, 1, 4, and 6M HCl solutions compared with the spectrum of pure liquid water, all normalized at 550 eV (96). The pre- and main-edge peaks increase at low HCl concentration (0.1 and 1M) due to a decrease in the average number of donating H-bonds per molecule compared to pure liquid water; the post-edge, however, is relatively unchanged. At high concentrations, the opposite change is seen in the pre- and main-edge, which are decreased compared to pure liquid water, while the post-edge region increases and the post-edge peak shifts in energy position from 540-541 eV for 0.1M to 541-542 eV for 6M.

The spectral differences between low and high concentrations of HCl in water can be described in terms of varying fractions of the Eigen (H₃O⁺) and Zundel (H₅O₂⁺) structural motifs of protonated water. Analysis of the post-edge difference spectra for 1, 4, and 6M HCl solutions (see Ref. (96) for details) has revealed that the Zundel species dominates at low concentrations while at high concentrations the Eigen form dominates. Within the framework of the bond-length-with-a-ruler model, the Eigen species, which has a shorter H-bond distance compared to the Zundel species (1.55 Å and 1.7 Å, respectively) is characterized by a higher energy of the post-edge, which is exactly what we observe in fig. 24 (96). Theoretical simulations also show an upward shift of 1 eV of the post-edge for the Eigen species compared to the Zundel species and bulk water (96).

![Fig. 24. O 1s XAS spectra (fluorescence yield) of (a) 6M HCl(aq), (b) 4M HCl(aq), (c) 1M HCl(aq), (d) 0.1M HCl(aq), and (e) pure water (96). Dashed lines in (a-d) show the spectrum of pure water for comparison purposes. All spectra are intensity normalized at 550 eV.](image)

The sensitivity of the post-edge position to H-bond distance can, therefore, be a powerful tool to investigate certain effects that modify the H-bonding network of water, such as ion hydration or temperature change. We would therefore expect for water models that maintain the local
tetrahedral coordination and predict on average a small increase in H-bonding distances, to observe a shift in the post-edge towards lower energies when the temperature is increased. This is also seen in calculated XAS spectra of structures obtained from various MD simulations and will be discussed in section VI (6). This is in contrast to the measured XAS spectra as a function of temperature (fig. 2 and fig. 34).

IV. Various Ices and Adsorbed Overlayers

Although the focus here is to understand the liquid water spectrum it is essential to derive an understanding of the spectral sensitivity to H-bond structures in general. In this section we will discuss various model systems such as bulk and surface of ice, water adsorbed on metal surfaces and the amino group in glycine adsorbed on Cu(110).

IV.1 Surface and bulk ice

Let us now take a closer look at the spectra of ice. We will first discuss ice prepared by condensation from the vapor phase onto metal single-crystal surfaces. It is known that ice forms a very corrugated structure where the first adsorbed monolayer remains exposed even for ice film thicknesses up to 50 layers (97-99). At low temperatures (below 130K) it is assumed that ice grows in an amorphous structure whereas at higher temperatures, close to the sublimation point, it is assumed that ice is in a crystalline form and resembles cubic ice Ic (97; 98; 100). The amorphous ice film grows much more in a layer-by-layer fashion (97; 98).

Fig. 25 Left: Auger electron yield (AEY) spectra of 80 layers amorphous ice on Pt(111) grown at ~100K (red) and 48 layers crystalline ice prepared by isothermal heating of amorphous ice at ~150K (black). Right: Transmission spectra of amorphous ice (red) and crystalline ice (black) on Si3N4 membranes. All spectra have been normalized to the same area from 532 to 550 eV.
Fig. 25 compares the spectrum of ice as prepared on Pt(111) at 80K with the spectrum after the sample has been heated to the so-called crystallization temperature of 150K (97; 98; 101; 102); both spectra were measured with AEY with a detection depth of 20Å (30). The experimental details are described in (103). These spectra are rather similar to what has been observed previously with AEY (31; 104). They are also similar to the amorphous and crystalline ice spectra measured in transmission mode shown in fig. 25 (105).

We note some major differences between the spectra of the two ice forms, however. The post-edge of crystalline ice is higher in intensity, more structured, and slightly shifted to higher energy. In addition, there is more fine-structure beyond the post-edge for crystalline ice which has been attributed to multiple-scattering resonances due to long-range order (28; 31; 57). We can note that the pre-edge feature is more intense for the amorphous film in comparison to the crystalline ice (97; 98). The broader post-edge in the low-temperature film is a direct consequence of disorder giving rise to a broader distribution of H-bond distances. Based on the concept of the “bond length with a ruler” (see section III.7) we would then assume a distribution of post-edge energies reflecting the distribution of H-bond distances. The post-edge is furthermore broadened due to the internal OH stretch vibrational motion since the post-edge energy depends strongly on the internal OH distance (28) according to the Franck-Condon principle (see section III.3). However, the vibrational broadening from the internal modes will affect the two ice films in a similar fashion. We note that in spite of intense research the ice samples are poorly understood and we will discuss further below that these films can contain different mixtures of local amorphous structures.

Fig. 26 AEY XAS (left) and IRAS (right) of (a) crystalline ice obtained by heating 80 layers of amorphous ice on Pt(111) to 150 K for 16 minutes, (b) crystalline ice covered with a multilayer of NH₃, and (c) NH₃-terminated crystalline ice after heating to 114 K for 5 minutes, leaving one layer of NH₃ on the ice surface. The region of the surface O-D stretch in the IRAS spectra has been multiplied by a factor of 70.

In Wernet et al. the surface of ice was used to demonstrate the spectrum of an SD species at the surface of ice (3; 30). Let us now revisit this question. Fig. 26 shows how the XAS spectra of crystalline D₂O ice evolve after we deposit a few layers of ammonia and then subsequently
anneal the film to desorb the ammonia multilayer in order for only a monolayer of ammonia to remain on top of the ice film. In the same setup (106) infrared absorption spectroscopy (IR) was also conducted in the OH stretch region of films prepared exactly the same way as for the XAS measurements. Let us focus on the free OD stretch seen as a small sharp feature at around 2700 cm\(^{-1}\) in the top spectrum of fig. 26; this peak has been identified as due to dangling free OH groups at the ice surface (107). This sharp feature in the clean crystalline ice film disappears upon ammonia adsorption onto the ice film. This means that we have saturated the dangling OH groups by H-bonding to ammonia molecules and we can now observe the consequences in the XAS spectrum. There are substantial changes in all spectral regions but in particular the sharp pre-edge feature seems to be quenched and only a shoulder is observed. Let us now take a detailed look at the surface sensitive spectrum obtained by Nordlund et al. on an ice film prepared using similar preparation techniques (30). The spectrum was obtained using AEY detection with the electron analyzer positioned such that emitted electrons were detected at extreme grazing angle to give a maximally surface-sensitive spectrum (30). Fig. 27 shows a curve-fitting of the spectra before and after adsorption of ammonia. We see that the pre-edge feature is not quenched, but shifted up in energy by 0.45 eV and now resides at the onset of the main-edge. We also observe that the main-edge is less sharp and that there is an increase in the post-edge intensity after ammonia adsorption. We note that after adsorbing ammonia there is no residue of the pre-edge peak at the pre-edge energy position of the clean film. This must imply that all the pre-edge intensity in the clean film is related to dangling OH on the surface.

![Surface-sensitive grazing AEY XAS spectra](image)

**Fig. 27** Surface-sensitive grazing AEY XAS spectra of (a) crystalline ice and (b) NH\(_3\)-terminated crystalline ice (30). Both spectra are area-normalized and fitted with Gaussian peaks (dashed lines). The red dashed peak in each spectrum indicates the fitted pre-edge peak, which is shifted by 0.448 eV as the surface O-H groups are saturated with ammonia.
In fig. 28 we show a curve-fitting of the XAS spectra from the crystalline ice films with and without ammonia measured with normal AEY which is more bulk-sensitive. The top figure also shows the liquid water spectrum for comparison. The right part of the figure shows a close-up of the pre-edge region. We can fit the crystalline XAS spectrum with two peaks in the pre-edge region, one that has exactly the same energy position as in the surface-sensitive spectrum while the other is a pre-edge component at 0.4 eV higher energy connected to the bulk of ice. Upon ammonia adsorption only the surface pre-edge peak shifts with the same amount as in the surface-sensitive spectrum, whereas the bulk pre-edge peak is at constant energy. In the latter case the bulk peak can be clearly seen. The intensity of the two peaks remains constant. The shift to higher energy is consistent with the difference between TEY and total ion yield (TIY) of crystalline ice in the study of Parent et al. (31). The TIY is based on detection of protons emitted at the surface and is therefore extremely surface sensitive (31; 108; 109). Note that the number of Gaussians used to fit the spectra in figs. 27 and 28 is arbitrary and that the Gaussians don’t reflect discrete transitions. We aimed here at determining the pre-edge position and in order to do this reliably we had to fit the whole spectrum.

We have thereby established that there is indeed a surface pre-edge feature which is related to the dangling OH bonds and can be assigned to an SD species. Let us now address the criticism by Smith et al. (23) that the pre-edge peak in the Parent et al. study (31) had much higher intensity in comparison to the rest of the spectrum than was seen in the Wernet et al. and Nordlund et al. studies (3; 30). They based their comparison on the TIY spectrum of Parent et al. (31) whereas the spectrum in Wernet et al. (3) was obtained with surface-enhanced AEY. As pointed out already in the paper by Parent et al. (31) the large increase in the TIY cross section for the pre-edge feature is connected to two aspects. Promoting an electron into the pre-edge
The feature, which corresponds to occupying a strongly antibonding orbital, will enhance the dissociation probability and increase the cross section for proton emission. The second aspect is that the OH dangling group is sticking out from the surface and the protons can be emitted directly along the OH bond direction without any scattering processes whereas the other resonances in the TiY spectrum could give rise to proton emission processes of other OH groups which are oriented into the substrate, which will increase the probability for neutralization. It has previously been shown by Coulman et al. (108) using angle-resolved proton detection that the proton emission from the dangling OH group is strongly peaked in the forward direction along the OH group. This clearly shows that the relative intensities in the TiY spectrum are not quantitative but subject to large variations in the proton emission and detection cross section. It is therefore not appropriate to compare relative intensities between TiY and AEY spectra as done by Smith et al. (23).

It is clear that there is a pre-edge peak connected to the bulk in ice. This feature is also seen in XRS studies of various ices (26; 60) and in the transmission spectra in fig. 25. Tse et al. claimed that the pre-edge feature lacks structural sensitivity since it is a core exciton (26). However, in this section we have demonstrated that the energy position of the pre-edge feature is indeed sensitive to the surrounding environment. We observe the lowest energy for the surface of ice at 534.7 eV, the position in bulk ice is then shifted to higher energy at 535.05 eV and the highest position is for the ammonia-terminated surface, which is at 535.15 eV. As demonstrated in section III.6 the pre-edge feature corresponds to an excited state that is excitonic in nature, and we thereby agree with Tse et al. (26) about its nature, but disagree with the statement that there is no structural sensitivity. Indeed if we curve fit the liquid water spectrum and normalize the pre-edge feature with respect to the high energy continuum, which is atomic and not sensitive to the chemical surroundings (excluding EXAFS oscillations), we find that the liquid water spectrum has a 4 times more intense pre-edge feature than the pre-edge peak that remains in bulk ice after ammonia termination as shown in fig 28. We will in section V.1 demonstrate that the pre-edge peak both increases in intensity and shifts to lower energy with increasing temperature of liquid water. Here we can note that the pre-edge is shifted to lower energy at the surface in comparison to the bulk ice. There seems to not only be an intensity effect of the pre-edge peak, but also a sensitivity to the energy position where larger distortions shift the peak more towards the gas phase value.

The intensity of the post-edge feature is not that strong in the spectra of crystalline ice after ammonia deposition, shown in fig. 26. Furthermore, there is a shoulder at 542 eV in the spectra of crystalline ice. The latter can be attributed to a surface feature which is quenched upon ammonia adsorption and much weaker if not absent in the transmission spectra (fig. 25). The post-edge in fig. 1 is significantly higher than in fig. 25 and this is related to the detection technique. Fig. 29 shows XAS spectra of ice grown on Pt(111) at 130 K and detected using secondary electron yield (SEY) where close to zero kinetic energy electrons are detected using an electron spectrometer (30). As discussed in section II.1 this gives an extremely bulk-sensitive spectrum and for thin films of ice it means that the whole film is detected in the spectra. Fig. 29 shows spectra of two films which are 10 layers and 50 layers thick. First we note that the bulk-sensitive spectra have a much higher post-edge than found in the surface-sensitive spectra shown in fig. 25. There seems to be much more disorder in the surface region as manifested in the AEY measured spectrum (30). Furthermore, we note that there is quite a variation of the relative pre-edge to post-edge intensity in the spectra of the two ice films in fig. 29. The post-edge is much
more intense in the 50 layer film. This indicates that there must be significant disorder in the surface region which extends down rather deep into the bulk.

**Fig. 29** Two differently prepared ice films on Pt(111) which are 10 (dashed) (30) and 50 (full line) monolayers thick measured with secondary electron yield (SEY).

What is the nature of the pre-edge peak that is also seen in the bulk-sensitive spectra? First we note that the pre-edge feature in amorphous ice has higher intensity than in crystalline ice. It has been seen from a recent Extended X-ray Absorption Fine Structure (EXAFS) study of ice films grown on Au(111) under UHV conditions that the films do not correspond to a pure phase (104). In Zubavichus et al. (104) the ice films were prepared at 90 and 150 K and gave XAS spectra with AEY similar to the amorphous and crystalline ice films on Pt(111) as shown in fig. 25. We thereby expect that the films are rather similar in structure. The EXAFS data of the crystalline phase (150 K preparation) could not be fitted to a structural model of cubic ice Ic and instead only gave a satisfactory fit when the structural model also included mixtures of high-density ice structures such as ice II, ice III and high-density amorphous ice (HDA) (104). The amount of the high density structures was higher in the 90 K prepared ice film than for the 150 K preparation. The most surprising result was that the Ic contribution was in minority. This implies that what is often denoted as crystalline ice grown on metal substrates under UHV conditions at temperatures close to desorption is not completely crystalline in nature and most likely contains a mixture of different amorphous structures. Maybe the pre-edge and also the sharp main-edge features can be related to high-density ice structures. The difference between the spectra of low-density amorphous ice (LDA) and HDA in the Tse et al. (26) study using XRS is an increase in the pre-edge and main-edge and decrease of the post-edge for HDA.

It was shown earlier by Narten et al. and Jenniskens et al. using x-ray and electron diffraction that condensing water on a hydrophobic substrate at temperatures around 10 K results in HDA type of ice films being generated (110; 111). Heating then causes various transformations between different amorphous phases to take place. We have observed large differences in ice spectra, as shown in fig. 30, when deposited as a few monolayers on BaF2 at two temperatures, 100 K and 150 K (112). The low-temperature deposition, where the ice spectrum shows an increased pre-edge and a very intense and sharp main-edge, might generate structures similar to what Narten et al. and Jenniskens et al. reported. This would be consistent with the XRS spectrum of HDA from the Tse et al. study (26) but with much sharper spectral
features. The ice film on BaF$_2$ deposited at 150 K shows a more intense and sharper post-edge than for the ice film prepared at the same temperature on Pt(111). This could indicate a higher fraction of ice I$_c$ in the film prepared on BaF$_2$. The spectra of the two ice films on BaF$_2$ could perhaps be described as a linear combination of spectra from cubic I$_c$ and HDA ice with surface contributions as well. We would anticipate that for a perfect I$_c$ crystal the pre-edge and main-edge features have much lower intensity and that the post-edge is more intense and sharper than for the crystalline ice spectra in fig. 25. Furthermore, this would also explain the differences in spectra using SEY techniques with varying film thicknesses shown in fig. 29. This would be consistent with the spectra for ice monolayer structures shown in the next sections where the E-vector is parallel to the surface and all waters have saturated all donor H-bonds. The in that case, only faint remaining intensity of the pre-edge in the water overlayer spectra could be related to asymmetrical OH vibrations giving intensity in the 4a$_1$ spectral feature in a similar manner as seen in the gas phase spectrum of methane as discussed in section III.5.

![Fig. 30](image)

**Fig. 30** In-plane polarized XAS spectra of thin ice layers on BaF$_2$ prepared at 100K (top) and 150K (bottom).

Would the above picture of the spectra of thin ice films be consistent with the Tse et al. study of various bulk ices (26), including high-pressure ones, in which all spectra showed a pre-edge feature with more intensity than what was discussed above for a hypothetical perfect I$_c$ spectrum? The transmission spectra of crystalline and amorphous ice shown in fig. 25 were obtained from 300-500 nm thin films, which are still thick enough to be regarded as bulk; and the resulting spectra are also rather similar to the XRS spectra by Tse et al. It has been shown with diffraction experiments that there exists a multitude of different states between HDA and LDA (113-116). There seems to be a heterogeneity in the amorphous ices depending on the preparation conditions although LDA has been shown to be homogeneous disordered when prepared from HDA (113). However, maybe there could still be some small but significant amounts of HDA in such ices prepared for the XRS measurements (26; 60) and for the transmission spectra in fig. 25. In particular grain boundaries could give rise to regions with
disorder that extend down rather far into the crystallites, as discussed in connection to fig. 29. In these regions we can speculate that heterogeneities could exist and, if the grains are small, this could give rise to a significant intensity. The same could also be the case for the crystalline phases of ice I$_h$ and high pressure ices. Such a picture would then make the discussion of the above thin film ices become consistent with the various bulk ices. However, this is more of a speculative nature and it will be essential to perform further experiments on various forms of ice as thin films and also generated as bulk structures. The ideal would be to generate pure single-crystal forms of ice, but this is less than trivial.

As a final note on the discussion of the ice spectra we like to bring up that in the Wernet et al. study (3) the shown bulk ice spectrum was obtained by subtracting from the SEY spectrum of 10 layer ice (shown in figs. 1 and 29) the more surface sensitive AEY spectrum in order to enhance the bulk contribution. This generated spectrum has much smaller pre-edge and more intense post-edge than seen in the spectra of crystalline ice from figs. 25 and 29. The assumption that the pre-edge feature is entirely due to the surface of ice is clearly incorrect based on the experimental spectra. However, a perfect ice I$_c$ phase without any disorder or heterogeneity might be close to the spectrum shown as bulk ice in Wernet et al.(3).

IV.2 Two-dimensional overlayers on metal surfaces.

Here we will discuss another class of model systems for understanding the XAS spectra where we make use of two-dimensional overlayers of adsorbed water on metal surfaces. Due to the directionality of the H-bond and the fact that x-rays produced as synchrotron radiation can be linearly polarized, it is particularly advantageous to study the H-bond environment in lower dimensions where the x-ray E-vector can be aligned to selectively probe the in-plane H-bond interactions. The changes in the electronic structure due to the chemical bonding to the substrate are mainly observed in the out-of-plane orientation of the E-vector (117).

Fig. 31 shows the in-plane XAS spectrum of a saturated layer of water on Ru(0001) with a coverage of 0.67 with respect to the surface Ru atoms (118). The spectrum shows a broad and
strong post-edge peak. Since the overlayer is at maximum coverage all water molecules have all donating in-plane H-bonds fully saturated (119; 120) resulting in nearly negligible intensity in the pre-edge peak. The spectrum is rather similar to the SEY ice spectrum on Pt(111) discussed in the previous section, except for the width of the post-edge and the missing sharp pre-edge. The broad post-edge can be related to strong disorder in the overlayer (120-122). The remaining faint pre-edge feature can be related to vibrational motions that break the symmetry as discussed in the previous section.

Another adsorbate system where the water molecules have all in-plane OH groups involved in donating H-bonds is the coadsorbate system of OH-H_2O on Pt(111) (120). This overlayer is formed when water reacts with adsorbed oxygen to form OH groups. The mixed overlayer forms a 3x3 structure with alternating OH and H_2O with equal proportions as shown in fig. 32 (120). The in-plane XAS spectrum in fig. 32a shows a strong post-edge with no intensity in the main- or pre-edge regions, but a tail towards 531 eV which is the onset for the OH species spectrum contributions (123). This again demonstrates that with both OH groups in a water molecule involved in H-bonds a strong post-edge appears in the XAS spectrum. If we lower the oxygen coverage prior to the reaction with water we will lower the OH concentration which will then give rise to defects in the overlayer where water molecules at these sites will not have fully saturated H-bonds (124). Fig. 32 b and c show XAS spectra for decreasing oxygen coverage and now a growing sharp pre-edge feature becomes visible. This demonstrates again the connection of the pre-edge with weak or broken H-bonds.

![Fig. 32. (left) Structural model of the coadsorbed OH-H_2O layer on Pt(111) (123) and (right) XAS spectra of the overlayer with different initial oxygen coverages.](image)

In these water overlayer structures the orientation of the water molecules parallel to the surface is not well defined such that free and H-bonded OH-groups cannot be separately measured. It would, however, be most interesting if we could utilize the E-vector orientation to
selectively excite into the molecular states that are made up of $p$-orbitals either along the H-bond or the weak or broken H-bonded group in an SD species.

In fig. 33 we show symmetry-resolved XAS spectra of the amino group in deprotonated glycine (glycinate) on Cu(110) taken from (125; 126). The Cu(110) surface has two-fold symmetry with the surface Cu atoms oriented into rows. The glycine molecular skeleton bridges over two Cu rows on the surface in order to bond through both the carboxylic and amino functional groups (125; 127; 128). The formation of H-bonds between the carboxylic and amino functional groups on neighboring molecules gives rise to an ordered (3x2)pg overlayer on the Cu(110) surface with one of the amino hydrogens H-bonded and the other not. This leads to an asymmetrical H-bonding situation in the NH$_2$ group with one strong donating bond whereas the other hydrogen atom is not involved in any H-bonds as shown in fig. 33. Here, the alignment of the E-vector relative to the rows in the open Cu(110) surface reduces the dimensionality to one, and we can get a very direct connection between geometrical symmetry and x-ray absorption transition amplitudes by selectively orienting the E-vector along either of the two N-H groups. The highly oriented system means that we have three directions defined for the $p$-components, $p_x$, $p_y$, and $p_z$, respectively. Fig. 33 directly demonstrates the excited state localization on the free N-H group due to lowering of the symmetry resulting from the asymmetrical H-bonding. Similar to asymmetrically H-bonded water we observe pre-edge and main-edge features in the spectrum with the E-vector along the free N-H while the post-edge feature is observed with the E-vector along the H-bonded N-H.

**Glycinate on Cu(110)**

![Fig. 33](image)(left) N K edge XAS spectra of glycinate on Cu(110) with the E-vector in-plane and either in the 100 or the 110 direction (125). The pre-edge and main-edge spectral features are observed at 403 and 406 eV, respectively, in the spectrum with the E-vector aligned with the 100 direction whereas the post-edge is observed at 407 eV in the spectrum in the 110 direction. (right) Structural model of the adsorption geometry of glycinate on Cu(110) where the amino group in the lower molecule has two N-H where one donates an H-bond to the carboxylate group on a neighboring molecule and the other is non-H-bonded.
V. Water and Aqueous Solutions

In the following we will discuss the current understanding of water that recently has been obtained based on a multitude of new experimental methods. We will base the discussion on new high-resolution temperature-dependent XRS measurements and relate the spectral changes to the previous discussion to make a consistent picture. At the end we will also include the spectral changes as we increase the concentration of simple NaCl salt solutions.

V. 1 Temperature-dependent XRS spectra

In Wernet et al. the XRS temperature-dependent spectra, shown in fig. 2, were discussed in terms of an interconversion between SD and DD species (3). Since then two other important experimental findings, using respectively XES and small angle x-ray scattering (SAXS), have been reported supporting this interpretation. First, the XES spectra of water show a split into two peaks in the lone pair 1b\textsubscript{1} region (13; 25; 37) denoted in ref. (25) as 1b\textsuperscript{1'} and 1b\textsuperscript{1''}, where the former is close in energy position to the 1b\textsubscript{1} in crystalline ice and the latter to 1b\textsubscript{1} in water vapor (25). The two peaks were thereby related to tetrahedral, or DD, species (1b\textsuperscript{1'}) and H-bond distorted or SD (1b\textsuperscript{1''}) local structures (25) with a relative population of around 1:2 to 1:4 depending on the assumptions in the curve-fitting procedure (25; 38). The relative populations based on the XES data are thus within the error bars in the Wernet et al. study (3). Resonantly excited XES spectra at various energy positions in the XAS spectrum make a connection between the two x-ray spectroscopies (25). It was shown that the high energy 1b\textsubscript{1''} XES peak is linked to the pre-edge spectral feature and the low energy 1b\textsuperscript{1'} to the post-edge in XAS (25; 38). Since the post-edge feature is clearly enhanced in ice (3; 30) it is consistent with that the 1b\textsuperscript{1'} is tetrahedral-like, whereas the pre-edge peak, in XES associated to the 1b\textsubscript{1''}, has been discussed in terms of distorted H-bonding configurations (3; 21; 23). The temperature-dependence of both XAS and XES give the same experimental observations where, in XRS, the post-edge diminishes and the pre-edge increases with increasing temperature exactly in the same manner as the 1b\textsuperscript{1'} converts to 1b\textsubscript{1''} in XES (25; 38).

Small angle x-ray scattering (SAXS) shows a small enhancement in the low momentum (q) transfer region demonstrating the existence of a density heterogeneity in the liquid (38). The enhancement increases with decreasing temperature which makes a nice link to the increasing anomalies of water with decreasing temperature. The SAXS data at q=0 can, via a thermodynamic relationship (129), be related to the isothermal compressibility where a nearly perfect agreement with previous experiments using other techniques is obtained (38). This demonstrates that the enhancement in SAXS is related to density fluctuations in the liquid which increase at lower temperature, but where the time scale of the fluctuations is not yet been determined.

Through the combination of SAXS and x-ray spectroscopy a picture of ambient water as a fluctuating liquid with a bimodal distribution of local structures in terms of spatially segregated strongly tetrahedral patches and H-bond distorted structures is obtained (38). This is also within the range of possible structures that x-ray and neutron diffraction data allow, as shown in a recent analysis using reverse Monte Carlo modeling (39). Since no intermediate structures are seen in the XES or XRS data with increasing temperature and since the scattering process takes place on an attosecond time-scale, much shorter than any time-scale related to H-bond dynamics (73), the two structures can be regarded as static on the time-scale of the experiment and the SAXS data was consequently analyzed in terms of a Guinier analysis developed for static
macroparticle scattering (38). The derived size of the tetrahedral patches gave a diameter in the order of around 1nm and weakly increasing with decreasing temperature (38).

**Fig. 34.** (bottom) O K-edge XRS spectra for liquid water H$_2$O at various temperatures (4, 22, 60, and 90 °C) (38). (middle) Difference spectra relative to the room temperature spectrum (22 °C). Help lines are used to illustrate the shift of the pre-edge and main-edge towards lower energies. (top) The FY-XAS spectrum of gas-phase H$_2$O is shown for comparison. All spectra are on a common energy scale where the 3p Rydberg state of the gas-phase spectrum is calibrated to 537.25 eV.

Let us now take a look at the XRS high resolution spectra of water at temperatures of 4, 22, 60 and 90 °C shown in fig. 34 (38). We observe the same trend as shown in fig. 2 and discussed in Wernet et al. (3) with an increase in pre-edge and main-edge and decrease in post-edge intensities. However, there is some additional information that becomes accessible due to the
improved energy resolution. First we note that there is no additional broadening of the pre-edge peak with increasing temperature. This implies that the structure that gives rise to the pre-edge feature is still relatively well defined although disorder due to temperature must be present. The top part of fig. 34 shows difference spectra with respect to room temperature. We observe an energy shift and enhanced intensity of both the pre-edge and the main-edge features with increasing temperature in the difference spectra. This implies that both the pre-edge and main-edge spectral features shift to lower energies with temperature towards the gas phase values of the $4a_1$ and $2b_2$ spectral peaks. The species generating the distorted H-bonded structures thus become more and more loosely H-bonded with temperature.

Fig. 35 shows the temperature difference between 4-22 °C, 22-60 °C and 60-90 °C but in this case the intensity scale has been renormalized to the difference in temperature. We can see that the change in the pre-edge and post-edge features is larger at the higher temperatures. This is consistent with the observation in Huang et al. that the change in the intensities of the two XES $1b_1$ peaks is larger for higher temperatures (38). In a Boltzmann type of analysis, assuming that entropy changes can be neglected, it was shown in Huang et al. that the energy difference between tetrahedral and distorted H-bonded structures increases with increasing temperature (38). Furthermore, that in the XRS spectrum the pre-edge and main-edge features both shift in energy towards gas phase with increasing temperature is also made consistent in Huang et al. with the shift of the distorted H-bond $1b_1''$ XES peak towards the gas phase position (38). This directly implies that the H-bond distorted species becomes more thermally excited and changes its structure becoming more disordered with increasing temperature. Although the tetrahedral XES $1b_1'$ peak remains at constant energy position with temperature (38) we observe a change in the XRS difference spectra in the post-edge region. Fig. 35 shows that both the width increases and the center energy position shifts to higher energy for the higher temperature difference due to loss of intensity at higher energy. Following the concept of “bond length with a ruler”, discussed in section III.7, we would interpret this as preferential loss of tetrahedral structures with shorter H-bond distances at higher temperatures. This indicates that the tetrahedral structures undergoes some expansion with increasing temperature which is, however, too small to cause any detectable shift in the XES $1b_1'$ peak position. We also see in fig. 35 that the main-edge change is different in the different temperature intervals becoming sharper with increasing temperature.

**Fig. 35.** O K-edge XRS difference taken at various temperature ranges. The difference spectra have been normalized to the temperature difference to show the temperature effect on the XRS spectra per degree.
The picture that emerges is that the tetrahedral-like structure forms as a low-energy/low-entropy structure of lower density than the average of the liquid (38). The higher density, thermally excited H-bond distorted structure, on the other hand, is a high entropy structure where the higher density reduces the loss of enthalpy through a larger number of, but less specific, H-bond interactions. As we increase the temperature the fraction of tetrahedral structures is decreased while those present at the higher temperature undergo only minor changes whereas the H-bond distorted become more thermally excited with a concomitant more significant expansion; the availability of thermally excitable degrees of freedom allows this species to contribute more to the entropy.

Let us connect to the discussion in section IV.1 regarding the spectra of various ices. It is clear that the overall spectrum of liquid water is rather remote from that of cubic ice, in particular considering that the experimental ice spectrum also contains contributions from other forms of ice. However, the spectrum of the HDA type of ice has a close resemblance to the water spectrum. Fig. 36 shows a comparison of the XRS spectrum of water at 22 °C and the XRS spectrum of HDA as obtained by Tse et al. (26). We note a clear similarity with a high intensity in both the pre-edge and main-edge spectral regions. At the bottom of fig. 36 we also show the XAS spectrum of a thin amorphous ice film on BaF$_2$ deposited at 100K (also shown in fig. 30). This ice film was speculated in section IV.1 as being similar to HDA. There is a strong and sharp pre-edge and main-edge feature but also clearly a discernible post-edge. Somehow it looks similar to the water spectrum, but with the difference that all spectral features are much sharper.

![Fig. 36. O K-edge XRS spectra comparing liquid water at room temperature with high density amorphous (HDA) ice (26) and ice on BaF$_2$ from fig. 30. The energy scale is calibrated using the XRS spectrum of liquid water H$_2$O in (26).](image)

The question is if some of the post-edge is related to tetrahedral structures. In Huang et al. (38) it was put forward that the spectra of the two fluctuating structures in water show
resemblance to those of the amorphous ices which spectroscopically would indicate a model of water in terms of high density water (HDL) and low density water (LDL) similar to what has been proposed by Stanley in the supercooled water regime (130-134). The distorted H-bonded structures would then correspond to HDL which has some resemblance to HDA but is thermally excited and thereby representing a significantly expanded structure. The existence of the two fluctuating structures in water at ambient conditions would then simply be a consequence of the by Stanley and coworkers proposed 2nd critical point (133; 134). The domination of HDL at ambient temperatures is then a reflection of the fact that it is located on the high-temperature side of the phase separation, or Widom line (135; 136) (defined as an extension of the coexistence line between low- and high-density liquid in the “one-phase region”) whereas the tetrahedral structure is on the low-temperature side.

What can be the structure of the HDL species? We have shown throughout this review that structures, such as the surface of ice, defects in the mixed OH-H2O overlayer on Pt(111) and H-bonded glycinate on Cu(110), corresponding to asymmetrically H-bonded situations with one strong donating H-bond and the other weak or broken, give rise to sharp pre-edge and main-edge structures. We know for HDL structures, as obtained with increasing pressure in water, that diffraction indicates a major change from tetrahedral structures (137-139). In the O-O pair correlation functions the 4.5 Å next-nearest neighbor distance is missing and instead a new correlation is enhanced at 3.5 Å (137-139). The latter has also been proposed to exist at ambient conditions in the diffraction data (140-142). The question is if the 3.5 Å can be regarded to be in the first coordination shell and then corresponds to the weak or broken H-bond in an asymmetrical situation. Since we observe an increase in the 3.5 Å and decrease in the 2.75 Å peaks with increasing temperature in the O-O correlation (139; 141) we can assume that the conversion of LDL to HDL leads to much more loosely H-bonded structures. Since HDL will be of slightly higher density than the tetrahedral LDL, the HDL with increasing longer distances will require a larger number of molecules in the first coordination shell but with less specific H-bond interactions. The question is if the HDL structures could resemble what has been discussed as SD or asymmetrical species. Although we do not yet know let us for the time being assume that this would be the case. The changes in the XRS spectra in fig. 34 would then indicate, through the shifts of the pre-edge and main-edge energy positions towards the gas phase value, that the SD structures convert more towards a non-donor (ND) type of structure with increasing temperature. If the SD species also contribute to the first peak in the O-O correlation through its strong H-bond we would expect that this peak in the radial distribution function should shift to longer distances if the structures become more ND-like. This is indeed observed in the diffraction data (139; 141). Furthermore, we can anticipate that the less specific H-bonds in the HDL component should soften the librational modes resulting in a downward shift in energy-spacing allowing these modes to be thermally populated. It was proposed in Leetmaa et al. that the frequency shift in non-linear spectroscopy in the OH stretch region on ultrafast time scales could be interpreted in terms of the non-H-bonded OH in a librationally highly excited SD species trading roles with the H-bonded OH of the same molecule, a process which does not change the H-bonding situation (5). As we increase the temperature the HDL becomes thermally excited, expanding the bond distance which allows for a further softening of the libration modes and the successful attempts where the two OH are trading roles become more prominent. Eventualy there could be no barrier at all and the SD species has become fully an ND species. However, this could appear at very high temperatures maybe close to supercritical water, which does show a large fraction of ND species (64).
V. 2. Difference between normal and heavy water

Investigations of the structure and dynamics of light (H2O) and heavy (D2O) liquid water provide an experimental way of addressing isotope quantum effects in the liquid, associated with a number of observed differences in macroscopic properties (143). Notably, several x-ray and neutron scattering experiments have measured the difference in the derived O-O pair distribution functions upon H/D substitution (144-151) to find that H2O at room temperature is similar to D2O if the temperature of the latter is raised by ~5°C.

![Fig. 37. O K-edge XRS spectra of D2O and H2O at 4°C, 22°C, and 90°C. Due to the small differences, only the splines for the spectra are shown for clarity (in Figure 34 both the raw spectra and their splines are shown).](image)

Despite the small isotope effect, XRS is sensitive to H/D substitution, as was recently shown in Bergmann et al. (59), and the effect can be studied by analyzing the spectral differences in relation to, e.g., temperature effects. In fig. 37, we show an expanded dataset with new high resolution (0.5 eV) XRS spectra, where special care has been given to the relative energy scale (error bars within 50meV). For each temperature we show the area normalized and smoothened spectra for both H2O and D2O (see the liquid water data for raw data, fig. 34).

The most obvious difference between H2O and D2O in the figure (left) is the apparent shift of all D2O spectra to higher energy. This can be understood by the difference in ZPE (Zero Point Energy) as schematically illustrated in fig. 38 (left). Although the details of the different final state potential energy surfaces vary with excitation energy, all core-hole states along the XAS profile are dissociative for H-bonded water (152), and can be schematically represented by a steeply sloping potential along a generalized H(D) dissociation coordinate as depicted in figure 38 (left); since the potential is dissociative or only weakly bound there is no zero-point energy difference for the isotopes. In the ground state there is, however, and, since the ZPE is lower for D2O, we would thus expect the excitation energy for D2O to be higher than for H2O by the difference in vibrational ZPE in the ground state. Experimentally, based on the isotope difference in the onset of VUV absorption spectra of H2O and D2O (153), the vibrational zero-point energy
of ground-state water is lower in D₂O than in H₂O by about 0.16 eV. This shift is in analogy with the correction applied in VUV radiation chemistry measurements of liquid water (154) for which the final state potential is also dissociative in the low-energy region. The exact final state potential is of course different from the core-hole excited case in XAS, but the effective shift related to differences in the ground state vibrational energy for vertical transitions should be the same as long as the final state is dissociative. Early ZPE calculations based on perturbation theory calculations of triatomic molecules (155) led to a similar value of about 155 meV (156) for ΔZPE, whereas recent ab initio methods applied to a large number of clusters find slightly higher values of ~ 170-185 meV depending on the local structure. When we correct for the isotope difference in zero point energy, ΔZPE, using the experimental value of 160 meV (153), we find that the absolute energy scale for the pre-edge and main edge transitions are very well aligned between H₂O and D₂O (fig. 38 b).

The ground state zero-point spatial probability distribution (ZPD) also leads to a difference in line-width of the transition. As the schematic shows, a more confined distribution in space for the heavier isotope can be expected to produce a narrower distribution in the vertical transition to a dissociative potential. This is clearly observable in the experimental spectra as a narrower pre-edge peak in D₂O. We compensate for this zero point effect by convoluting the D₂O spectrum with a Gaussian function, chosen to have 0.5 eV FWHM, similar to the analysis of Bergmann et al. (59). In the D₂O spectrum corrected for both zero point effects described above (fig. 38c), we find a close resemblance to the H₂O spectrum with small but significant dissimilarities discussed as follows. In fig. 39 we show the zero point corrected XRS spectra for H₂O and D₂O at the three different temperatures (ZPE shift of 160 meV and ZPD broadening of D₂O with 0.5 eV). The isotope difference spectra at each temperature are displayed in the top panel. For comparison we show the difference spectrum between 4°C and 90°C H₂O divided by 8.6, representing the
spectral change per 10°C. We note that the isotope effect as seen through XRS is rather insensitive to the temperature, and that there are similarities between the differences upon H/D substitution and the changes induced by decreasing the temperature of H2O water. However, a structural effect similar to a temperature change, as has been suggested based on other local probes, such as x-ray and neutron diffraction measurements (144-151), can only partly account for the observed differences. For the H2O - D2O isotope difference spectra at each temperature (top panel) we observe an increase in pre-edge intensity for H2O over D2O, which is not accompanied by a similar increase in the main-edge as would be expected for a temperature effect; the loss in post-edge intensity for H2O compared to D2O is furthermore mostly at lower energies (lacking the higher energy component around 543 eV seen in the temperature difference spectrum). The interpretation given in Bergmann et al. (59) was that isotope substitution affects the local asymmetry in the H-bonded network: H-bonding configurations are more asymmetric on the donor side for H2O than for D2O as seen in the difference spectra through enhanced pre-edge intensity for H2O without concomitant main-edge enhancement and through the main difference in the post-edge feature occurring at lower energy than when induced by an increased temperature. The present data reaffirm the experimental results in Bergmann et al. (59). Regarding the interpretation in Bergmann et al., we maintain that - other than the zero point effect - the stronger pre-edge indicates that the species that give rise to the pre-edge and main-edge intensity, i.e. the high-entropy highly disordered species with large H-bond asymmetries, are even more elongated on the weakly bonded donor side in H2O relative to D2O.

![Isotope Effect H2O/D2O](image)

**Fig. 39.** (bottom) O K-edge XRS spectra of D2O and H2O at 4°C, 22°C, and 90°C after the D2O spectra have been shifted by +160meV and broadened by 0.5 eV to compensate for zero-point effects.

The differences in the post-edge between the isotopes are found at lower energy than for a temperature increase which we would interpret, following the “bond length with a ruler”
concept and the discussion in section III.7, as an H-bond shortening, or a preferential loss of structures with longer H-bonds for H$_2$O relative to D$_2$O. The interpretation in Bergmann et al., (59) based on theory, was that this shift indeed indicates an H-bond shortening, and it was argued that the H-bond shortening took place for the same SD species that gave rise to the H-bond elongation on the other donor side. We note that Soper and Bemore (149) have found an OH internal bond elongation and an associated H-bond lengthening based on analysis of x-ray and neutron diffraction data. This is consistent with shift in the post-edge position and interpretation in the Bergmann et al. It should be noted, however, that the difference in zero-point distribution could also have non-negligible effects on the shape of the post-edge feature resulting in a broader post-edge for the lighter isotope. This should give rise to a more narrow distribution in D$_2$O compared to H$_2$O as found in theoretical simulations of the water ice spectrum (28); this was not taken into account in the previous study (59). Lacking detailed knowledge of the appropriate broadening to apply to compensate for this additional zero-point-distribution effect, we should at this point partly relax the conclusions based on the post-edge difference.

Regarding the isotope difference as a function of temperature, if anything, there is a sharpening of the pre-edge at higher temperature and an additional shift and slight broadening of the post-edge region (see isotope difference spectrum at 90°C). These are small differences which should not be over-interpreted, but we can speculate about their origin. As discussed in the previous section we could in the interpretation of the HDL structure in terms of SD species anticipate that it becomes more of ND character as the temperature increases and the more thermally excited libration modes make for faster switching between H-bonded and non-bonded OH. There will still be a barrier between the conformations but the lighter isotope could allow for more tunneling. This could potentially increase the pre-edge intensity since the pre-edge is more intense in ND structures than in SD (3; 6).

Overall we observe a shift in the fluctuating equilibrium slightly towards LDL for the heavier isotope similar to a lowering in temperature with a magnitude which is of the order of 10°C in close agreement with conclusions based on diffraction data. However, there are some additional spectral changes which are beyond such a simple interpretation. The difference in the pre-edge peak intensity is larger at higher temperatures and there is a shift in the post-edge region of the difference spectra which deviates from the temperature difference. The latter is also enhanced at higher temperature. This could indicate that there are quantum effects which are observed in XRS but are not detectable in diffraction. However, a full understanding of these subtle effects will require a detailed dynamical model of the liquid together with spectral calculations.

V. 3. The effect of ion hydration in NaCl aqueous solutions

In nature, water rarely exists in its pure bulk form. In many environmental and biological systems, water acts as a solvent and the most common solutes are ions. Let us now briefly address how ions such as dissolved NaCl could affect the balance between HDL and LDL in water and how XAS could be used to monitor the resulting structural changes.

The most commonly used description for the effects of ions on the structure of water as either structure-making or structure-breaking is based on macroscopic properties. However, the extent of the water-ion interaction at the molecular level is not yet fully understood. NaCl solutions have in the past been studied with XAS using both FY and TEY XAS detection schemes (48; 157). Fig. 40 shows transmission XAS spectra of pure water and 1-6 molar NaCl solutions with difference spectra with respect to pure water shown in the top part of the figure.
We clearly see an increase in the pre-edge and main-edge and decrease of the post-edge features with increasing concentration. The changes in the main-edge and post-edge features seem to vary linearly with concentration whereas the pre-edge shows a larger change between pure water and the 1m solution. It is clear that the change in the spectra is mainly seen for high concentrations at 1m or higher, which implies that the restructuring of the H-bond network will only be in the proximity of the ions. It was proposed by Cappa et al. (157) that most of the spectral changes are related to modifications of the electronic structure of the water molecules due to the electric field generated by the ions. This was based on spectrum calculations, but there are many questions around how the calculations were carried out (28). In Näslund et al. (48) the spectral changes were discussed in terms of conversion between DD and SD species, which in the current picture would mean LDL and HDL structures. Based on the spectral changes this would imply that for NaCl solutions we have a conversion of LDL to HDL. We note that the changes in the spectra are rather similar to what was observed with increasing temperature, but with one exception. There are no shifts in the pre-edge or main-edge spectral features as we convert LDL to HDL in NaCl solutions. If the conversion of LDL to HDL is at constant temperature we could expect that thermal excitations would remain constant. Maybe this would be the change as expected from an increase in pressure at constant temperature where low density is converted into high density. Indeed it has been proposed by Leberman et al. based on neutron diffraction measurements that the change in structure in NaCl solutions in comparison to pure water is similar to an increase in pressure (158). It has also been proposed, as derived from x-ray diffraction, that the changes in the O-O pair correlation function due to increasing pressure and increasing temperature are rather similar (139). There is thereby a consistent argument for the interpretation along the lines of Näslund et al., but in a new terminology in terms of LDL to HDL conversion.

Fig. 40. XAS spectra of NaCl solutions with increasing concentration measured in transmission mode, compared with the spectrum of pure water. The difference spectra are shown at the top of the figure.
VI. Summary

In the previous sections we have focused on the experimental content in XAS/XRS based on various model experiments and on our basic understanding of the x-ray absorption process, demonstrating the general applicability of x-ray absorption spectroscopy to analyze H-bonding in water, summarized as follows.

We described the nature of the x-ray absorption process and the importance of the dipole approximation, the one-center approximation and the Franck-Condon principle and their implications to the water XAS spectrum. The C$_{2v}$ symmetry in gas-phase water gives rise to significant 2p character and strong intensity for the LUMO orbital (4a$_1$) as opposed to the symmetric situation in CH$_4$. Differences in the initial and final state potential energy curves lead to broad spectral lines as seen in the 4a$_1$ and 2b$_2$ peaks of gas phase water, whereas excitation into the non-bonding Rydberg states results in sharp features. The disappearance, upon condensation, of the features associated with the free molecule unoccupied molecular orbitals is the result of a strong rehybridization of the unoccupied molecular orbitals due to their large spatial extent relative to the short distance between water molecules in the condensed phase resulting from the formation of H-bonds. In particular, the LUMO is almost completely suppressed in the near-tetrahedral H-bond symmetry of ice, and we form an intense post-edge peak that is directly associated with states formed along H-bonds. The delocalized nature of the post-edge resonance is directly derived from resonant Auger and x-ray emission spectroscopies and its shape and position can be understood by the “bond-length-with-a-ruler” concept in which the energy of the anti-bonding band reflects the H-bond distance, resulting in, e.g., a significant broadening in the amorphous ice phase and a shift to higher energies due to shorter H-bonds in spectra for the Eigen form of protonated water. When the symmetry of the H-bond network is broken, e.g., at the surface of ice and in defects in the water overlayer on a metal surface, intensity is shifted from the post-edge to lower energies where a distinct pre-edge and a main-edge are formed that are different from the gas-phase. From ammonia termination of the ice surface, from adsorbates and ice films on metal surfaces we can unambiguously associate the pre-edge with water molecules having an asymmetric H-bond situation in which one of the donor sides is H-bonded and the other side has a dangling OH. Model 2-D systems and resonant Auger, as well as DFT calculations, furthermore show that the pre-edge corresponds to a strongly localized state along the dangling OH.

We discussed the fact that spectra of ice, as obtained from thin films grown on single-crystal surfaces, are more complicated than previously anticipated due to heterogeneities in the structure. It was proposed that various forms of high density amorphous ice could co-exist with crystalline cubic ice and low density amorphous ice in the ice films giving rise to variable intensities of the pre-edge and main-edge sharp spectral features depending on the preparation conditions of the ice films. It will be essential to develop single-crystal ice model systems which are both fully homogeneous and for which the structure is well characterized in order to finally determine the detailed cubic ice spectrum.

The most reliable manner to measure the liquid water x-ray absorption spectrum is by using transmission with a sample area small enough that the thickness is constant or by x-ray Raman scattering at low momentum transfer. It is clear that the x-ray absorption process provides information regarding the H-bonding network in water with some unique, sharp spectral features. The pre-edge and main-edge intensities show an increase and the post-edge a decrease in intensity with increasing temperature. There is also a shift of the pre-edge and main-edge energy
positions towards the gas phase value with increasing temperature. Bringing in also recent SAXS and XES results these observations can be understood in a picture based on that water is inhomogeneous with a fluctuating H-bonding network around two structures, strongly tetrahedral and H-bond distorted. The two types of local structures are driven by incommensurate requirements for minimizing enthalpy (tetrahedral) and maximizing entropy (H-bonds distorted). We can consider that these structures are related to high density liquid (HDL) water and low density liquid (LDL) water, as proposed by Stanley and coworkers (133). The HDL structure dominates in the liquid at ambient conditions. We change the balance slightly towards LDL when we increase the mass of protons towards D$_2$O, but the spectra indicate additional quantum effects beyond a simple comparison to a temperature change. If we put NaCl salt in water the spectral changes are similar to a temperature increase, but without any shifts in the positions of the spectral features. This can be understood if the effect of adding salt is similar to an increase in pressure which converts water towards higher concentrations of HDL.

Determining the detailed local structures of the HDL and LDL species will require theoretical simulations. At this point no theoretical spectrum calculations based on structures from MD simulations have been shown to reproduce the intensity and the absolute energy position of the pre-edge, main-edge and post-edge features. Using the half-core-hole or transition-potential approximation, which so far theoretically best describes the ice spectrum (28), the computed spectra, based on structures from MD simulations of the liquid, mainly show an intense post-edge at an energy position intermediate between the main-edge and the post-edge in ice, see fig 41. Following the bond length with a ruler concept this would then be consistent with small H-bond distortions from the tetrahedral coordination in ice resulting in a downward

![Fig. 41](image.png)

**Fig. 41.** Comparison between experimental XRS temperature difference and XAS spectra of water (3) with theoretical spectrum calculations of a sum of all configurations in an SPC MD dump (6).
shift in the post-edge position. On the contrary the experimental post-edge position in water is nearly the same as in ice (small shift to higher energies), which indicates that the tetrahedral structures contain shorter distances than in the simulations. This directly indicates that the tetrahedral structures in water are locally similar to those in ice. Fig. 41 also shows, in the spectrum based on MD structures, small pre-edge intensity reflecting only a minor contribution of strongly distorted H-bonded structures. The question is if the MD simulations give structures which are more similar to an average between the two fluctuating structures in water. This would be consistent with the O-O pair correlation function obtained from x-ray diffraction where the first peak is of lower height and broader than the pair correlations derived from MD simulations (5; 39). The liquid has a much broader range of structures with a larger variation in the H-bond length due to the appearance of the bimodal distribution of local structures than the near-tetrahedral structures as obtained from many of the popular MD simulations. However, to fully understand the structure of water including its dynamics will require a combination of many different experimental techniques together with various theoretical simulations.
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The standard transmission data were obtained using BL 10-1 at SSRL and the SXTM transmission measurements using BL 11 at the ALS. Both measurements were conducted with an energy resolution of 0.1 eV.
The multilayer H2O and CH4 ice XAS spectra were measured at BL I511 at MAX-lab, Sweden. The SX700 monochromator was operated at around 0.1 eV resolution with a c value of 1.8 to suppress second-order contributions. Details about the H2O ice preparation and acquisition can be found in ref [30]. A multilayer film of CH4 was adsorbed below 35 K on Pt(111) using a pulsed gas delivery system. Coverage and cleanliness was checked using XPS, in particular to avoid CO contamination. The XAS spectra were recorded in AEY, using a 7 eV wide energy window centered around the C KLL Auger line at 262 eV (using a SCIENTA hemispherical analyzer with pass energy 300 eV and 0.8 mm slits with the electron analyzer oriented perpendicular to the E-vector of the incoming photons in order to suppress direct photoemission peaks.

The experiments were performed at beamline 5-1 at SSRL using Auger yield detection with an energy resolution of 0.1 eV. The amorphous D$_2$O ice films of around 80 layers were grown on the clean Pt(111) surface at 100K at a deposition rate of 0.08 layers/s using a pulsed gas delivery system. Crystalline ice was obtained by isothermal heating at 150K of the amorphous film and changes in the water desorption rate were monitored through mass spectrometry.


The amorphous ice sample was prepared by condensing deionized water in ultrahigh vacuum onto a Si$_3$N$_4$ membrane that was cooled to liquid Nitrogen temperature. The crystalline ice Ih sample was made from the amorphous sample by slowly heating it to about 150 K. Crystallization was observed to be complete after approximately 30 min. Both ice samples were approximately 200 nm thick.

IR spectra were recorded in the reflection-absorption geometry using a Fourier transform infrared spectrometer (Bruker Vector 33), a mirror system and a narrow band mercury cadmium telluride (MCT) detector. A collimated IR beam was focused on the sample at an incident angle of 80° by a 90° off-axis parabolic mirror through a BaF$_2$ window. The reflected beam from the sample was refocused on the detector by a pair of 90° off-axis parabolic mirrors. A clean surface served as a background reference for the absorption spectrum. A resolution of 4 cm$^{-1}$ or 8 cm$^{-1}$ and p-polarized light were used for IRAS.
measurement. Notably, no absorption peak of the ice film was observed in s-polarized IRAS due to the surface dipole selection rule for metal surfaces.

[112] BaF$_2$(111) single crystals were freshly cleaved and placed in the UHV chamber without prolonged exposure to air. Amorphous ice layers were prepared by dosing water vapor on the BaF$_2$(111) surface at 100 K. A monolayer is assumed to be equivalent to the amount of a single layer of water on Ni(111) as calibrated by XPS and where the same dosage procedure was applied. Crystalline ice layers were prepared by annealing amorphous layers to the indicated temperatures. X-ray absorption spectra were recorded in PEY mode with a resolution of 0.1 eV.

[124] The co-adsorbed layer was prepared through a heat ramp from T<100 K to 156 K of a multilayer D$_2$O film on top of a (2x2)-O layer. A full coverage of the D$_2$O+OD layer was obtained when the (2x2)-O coverage was 0.23 ML. At 0.09 ML (2x2)-O, however, the obtained coverage was 0.67 ML and by extending the heat ramp to 166 K the obtained coverage became 0.58 ML.