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Materials Community has a Lot of Data

Fundamental Questions:

Data Management for the Future not just for the Investigator

In science it is not enough to think of an important problem on which to work. It is 
also necessary to know the means which could be used to investigate the problem.

– Leo Szilard







Strategic Goals:

Refs: https://www.mgi.gov/content/mgi-infographic and https://www.mgi.gov/sites/default/files/documents/wadia_mgi_talk.pdf

Cross Cutting Themes:



It Is More than Beamlines

Shibuta et al., 2017 Courtesy Dream3D software

De Carlo et al., 2012



Materials in Extreme Dynamic Environments
Collaborative Research Alliance with Army Research Lab
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• Multi-institution collaborative research
• Part of Hopkins Extreme Materials Inst. 

(HEMI)
• Academia, industry, and ARL

“As the local energy density increases, the energy 
dissipation in the system must explore smaller 
and smaller length scales.” 



Materials By Design 





Architecture:
• Built on NSF DIBB SciServer
• Scalable, Shared Data Volumes
• Data Ingress Tools
• Materials Computation Environments
• Training and Workshops
• API Integration

Highlights:
• Foundation of Shared Analysis
• Big Data Analytics
• Tools to Advance Collaboration
• Repeatable/Reproducible Science

MEDE–DSC (Data Science Cloud) 
Linking MEDE Experiment, Computation and Theory



Bring the analysis to the data
• Visualization and analysis in materials

tailored Compute containers
• Python 3/2
• MatLab, 
• R, Julia, Ruby if requested
• Materials packages

• Scalable, virtual machine architecture
• Analysis in the Database

MEDE – DSC
Linking MEDE Experiment, Computation and Theory

Storage on MEDE Volumes

Aggregation/Wrangling on CasJobs

Analysis and Visualization on Compute



Data Object Outline

• Whole workflow data centric
• Harvester links to database

Open Metadata is Critical



Floating Zone Furnace Assisted Synthesis:
Big Data Facilitate Deep Learning
• Preprocessing
• Develop Parametric Deformable Object Model Training Stack:
• Supervised Learning:
• Machine landmark identification

• Analytics
• Create Real-time Processing
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PARADIM MIPS collaboration.  Images courtesy of Tyrel McQueen 

MEDE – DSC
Enabling Novel Approaches:



Daphalapurkar and Lemson, 
in prep

MEDE – DSC
Enabling Novel Approaches:



Live Demo



In science it is not enough to think of an important problem on which to work. It is also necessary to 
know the means which could be used to investigate the problem.

– Leo Szilard


