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Abstract

In this contribution, the proton-coupled electron-transfer process in optimized nitrogen-

doped graphene oxide (NGO) model catalysts is studied by means of atomistic sim-

ulations. The NGO optimization reveals that especially stabilization of a co-planar

water-catalyst complex, as well as electron-withdrawing ketone groups are key features

for promoting the initial charge-transfer at excitation wavelengths as low as 341.2 nm.

A new model to simulate the dynamics of the overall proton-coupled electron-transfer

process in an electron dynamics framework including non-adiabatic decay channels is

introduced. Numerical dynamical simulations reveal that an intricate balance between

the lifetime associated to vibrational dissipation (i.e. electron-phonon coupling) in the

NGO model and the proton-coupled electron-transfer rate determines the overall water-

splitting efficiency. October 30, 2019
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Introduction

In light of the ever-growing demand for energy generation it has become a central challenge to

find more resource-friendly and sustainable ways to generate power. Abstractly speaking, this

translates to the goal of finding new processes and materials that generate power using only

abundant, non-toxic materials and available sources of energy, while causing only minimal

amounts of waste. Although several working prototype methods have been found in the

fields of both photovoltaics1,2 and photochemisty,3,4,11 none of them can so far compete

with current non-sustainable energy generation techniques in terms of power output and

production cost. If we therefore additionally desire a comparable efficiency, this adds to

the problem the (arguably much harder to fulfil) economic requirements of minimising the

costs and time per generated unit of energy while ensuring reliability and accessibility of

distribution grids all around the clock.

Considering the possible energy sources, solar energy has become the most extensively

studied candidate due to potentially meeting the required output and providing the necessary

longevity as a sustainable resource. Although not available at all times to every part of the

planet, the solar power of approximately 120 PW5 hitting our planet could in principle

easily cover for the current total energy consumption of roughly 160 PWh6 per year. One

particularly appealing route of harvesting solar energy is via the photochemically driven

water splitting reaction, in which sunlight is used for converting water into its components

hydrogen and oxygen. Here, the generated hydrogen can be used for producing energy-rich

hydrocarbon fuels from carbon compounds7 similar to an artifical photosynthesis. Since

most energy distribution grids in use are based on hydrocarbon combustion, photochemical

generation of such fuels therefore offers a most promising way of storing solar energy in

a readily useful form that would not require the simultaneous re-design of current power

distribution systems.

The formal oxidation and reduction part reactions of the overall water splitting require

the transfer of a total of four electrons from water-bound oxygen onto water-bound protons.
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Oxidation : 2 H2O → O2 + 4e− + 4H+

Reduction : 4H+ + 4e− → 2 H2

However, the requirements for steering this process and the exact interactions between

photocatalyst and environment are an ongoing topic of scientific research. The role of the

photocatalyst is clearly to promote both the electron-transfer from the water-bound oxygen,

as well as the transfer of a water-bound proton. This specific part reaction, which is known

as the proton-coupled electron-transfer (PCET)8,9 has been shown to greatly depend on

both a suitable electronic structure for efficient charge separation, as well as the vibration

dynamics when considering the transfer of the proton between water and the catalyst. Also,

it has been established that this initial activation of the water-catalyst complex is the rate

determining step for the overall water splitting, since all following part reactions seem to

proceed much faster and without an activation barrier.

Two closely related material classes that are known to undergo this kind of reaction are

graphitic carbon-nitrides10 and nitrogen-doped graphene oxides (NGO).11 By theoretical

studies of the smaller building blocks of carbon-nitride it was found that the nitrogen atoms

at the edge of the graphitic sheets act as the proton-accepting units, while the π-network

of the carbon-nitride can accept the electron from the water molecule and delocalize it over

the molecule.12,13

While there are several studies on graphitic carbon-nitrides, the closely related material

nitrogen-doped graphene oxide (NGO) has not been studied in a similarly exhaustive way,

yet. Although the exact oxygen functionalization pattern is hard to determine,14,15 there are

studies for improving the PCET activity that highlight the importance of binding the dopant

nitrogen atoms and functional groups at the edges of the graphitic sheets.16 This indicates

that for NGOs, the PCET mechansim may be working in a similar way as in carbon nitrides.
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More interestingly, the effects of the randomized nature of oxygen frunctionalization patterns

on its water splitting capabilities are still unclear. To therefore establish a basic understand-

ing for the structure-property relationships in this material class, time-dependent density

functional theory (TDDFT) calculations17 are applied on a large catalogue of differently

functionalized NGO model structures to determine their electron-transfer properties. After

finding a candidate model that shows a desirable charge transfer state for an absorption

in the visible range, we study the PCET dynamics that comprise the first partial step of

the water splitting mechanism by applying time-dependent configuration-interaction electron

dynamics calculations in the reduced density matrix formulation (ρ-TDCI).18 Here, thermal

vibronic dissipation for the process is included by assuming coupling strengths that reflect

different timescales for the fastest possible thermalization time. Additionally, we include

coupling hydrogen transfer channels, effectively describing PCET dynamics. This way we

can study which order of magnitude for non-adiabatic coupling strengths would be favourable

when trying to maximize the PCET rate in an example NGO model.

The article is structured as follows. In section “Procedure and Computational Methods”,

we give a detailed description of the approaches and theoretical methods used in this work. In

the results section, we then show the optimized candidate molecule and explain the structure-

property relationships that leads to its performance with respect to excitation (sections

“Structural Optimization” and “Relaxed Reaction Path of the Water Dissociation”). Finally,

the PCET dynamics are discussed in section “Quantum Dynamics” for different excitation

fields and vibronic coupling strengths and the effects of non-adiabatic couplings are discussed.

Procedure and Computational Methods

Optimization of the Model System

To study the photocatalytic water splitting capability of NGO model systems under irradia-

tion with visible light, the first task is to find a reasonably small model system with at least
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one charge transfer (CT) state in which an electron is shifted from the water molecule onto

the NGO catalyst. Under optimal conditions, the associated excitation wavelength should

be close to the maximum intensity of the sunlight emission spectrum at roughly 500 nm,19

while also showing a high excitation probability, i.e. a high transition dipole moment.

We find such a candidate model system by systematic optimization of the oxygen func-

tionalization pattern on a singly nitrogen-doped, coronene-sized carbon scaffold with one

adsorbed water molecule facing the dopant nitrogen atom. This means that several possible

locations and types of functionalizations are probed while gradually increasing the oxygen

content in the model system. In all these models, the position of the nitrogen atom is kept at

the edge position of the candidate structures, since this position has been confirmed as a rea-

sonable reaction site for PCET in other nitrogen-doped molecules.12,13 To avoid calculation

of the complete chemical space of all possible functionalization patterns, a strategy based

on rating functions and general chemical intuition was applied when selecting the probed

patterns. Naturally, the results and design principles obtained this way will therefore only

represent a subset of the overall chemical space of possible configurations.

For determining the CT properties of each candidate structure, ab-initio calculations

are performed with the ORCA program package.20,21 In a first step, a density-functional

theory (DFT) structure optimization with one water molecule placed close to the NGO-

nitrogen is carried out with the CAM-B3LYP functional22 and the def2-SVP23 basis set. As

further corrections, we utilize Grimme’s D3 dispersion correction with Becke-Jones damp-

ing24,25 and add an implicit water environment via the conductor-like polarizable continuum

model (CPCM).28 For speeding up the calculations, the RIJCOSX method26 is applied in

combination with the respective def2-SVP/J auxiliary basis sets.27

After geometry optimization, time-dependent density-functional theory (TDDFT) cal-

culations are applied to obtain the properties of the first 100 excited states of the model

molecules. These calculations are performed with the same functional and parameters as

the geometry optimization, but employ the diffuse def2-SVPD basis set.29 As has been found
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for the graphitic carbon nitrides, the addition of such diffuse basis functions is essential for

the correct description of Rydberg-like excited states and the long-distance charge transfer

states of water and the NGO molecule.12

CT State Characterization and Rating

To choose the best candidate among all probed molecules, a characterization and rating

scheme is applied. For this purpose, we first need to quantify the degree to which an

excited state describes a charge transfer from water onto the NGO catalyst. For each excited

state n, the natural transition orbitals (NTO)30 are therefore calculated from the respective

transition density matrices T n with elements T nia, describing the excitation from the ground

state wavefunction Ψ0 as

T nia =
∑
σ

〈Ψn|c†iσcaσ|Ψ0〉 (1)

The indices i and a are associated with occupied and virtual molecular orbitals, respec-

tively. Performing a singular value decomposition of the single particle transition density

matrices, T n = UΛV †, yields two orthogonal transformation matrices U and V . These can

then be used to construct the excited state in the NTO representation of hole and particle

basis wavefunctions ψh and ψp.

ψhj =
∑
i

Uijφ
o
i ψpj =

∑
i

Vijφ
v
i (2)

Ψh
n =

∑
j

Λjjψ
h
j Ψp

n =
∑
j

Λjjψ
p
n (3)

Here, index j runs over all eigenfunctions in the NTO basis and i runs over all occupied

(o) and virtual (v) molecular orbitals, respectively. The sum of the respective basis functions

with their individual coefficients Λ from the singular value decomposition then yield the total
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hole and particle wavefunctions Ψh
n and Ψp

n for excitation to state n.

To quantify how strongly a CT state transfers one electron from water onto the NGO

catalyst, we introduce a metric based on Mulliken projectors. We calculate the hole local-

ization on the water molecule as the expectation value of the hole wavefunction projected

onto the atomic basis functions that belong to the water molecule, P̂H2O. In turn, the

particle wavefunction is then projected on all remaining atomic orbitals of the NGO using

P̂NGO = 1− P̂H2O, to yield a measure of the particle localization on the NGO. The product

of both expectation values yields a measure of the overall CT purity DCT
n of state n that

may vary between 0 and 1,

DCT
n = 〈Ψh

n|P̂H2O|Ψh
n〉〈Ψp

n|P̂NGO|Ψp
n〉 (4)

This way, a large DCT
n is obtained when the hole is localized on the water molecule and

the particle is localized on the NGO model molecule for state n. After identifying the CT

states with highest DCT
n among the excited states, each model molecule’s water splitting

capabilities are rated based on a combination of the excitation energy ECT closest to the

sun’s emission spectrum, the CT purity DCT
n and the respective transition dipole moments.

The rating function F is of the form

F = DCT
n µ0n Bλ(λn, T ) (5)

Here, DCT
n is the CT purity of the energetically lowest lying CT state that shows a purity

of at least DCT
n > 0.7 and µ0n is the associated absolute transition dipole moment between

ground and excited state. Finally, the function Bλ is the black body radiation intensity at

the excitation wavelength λn at temperature T

Bλ(λ, T ) =
2hc2

λ5

1

ehc/λkBT − 1
(6)

When using a temperature of 5800 K, one qualitatively obtains the spectral intensity
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distribution of sunlight.19 Consequently, the rating function F assumes large values for pure

CT states that have high transition dipole moments and a favourable excitation energy with

respect to the sunlight spectrum.

Dissipative Many-Electron Dynamics

For the most promising model molecule, an analysis of the many-electron dynamics is per-

formed to understand the timescales of electronic excitation and hydrogen transfer processes

in NGO catalysts. The separate reaction channels with their respective rates Γ relevant for

the PCET dynamics simulation are schematically depicted in figure 1.

Figure 1: Schematic depiction of the reaction channels related to the PCET dynamics be-
tween electronic states |n〉. The green wavy line (hν) depicts the external field excitation.
Straight vertical lines are thermal (de)excitation in blue and red, respectively. The proton-
coupled electron-transfer processes (yellow) lead away horizontally from the ground state
geometry. The rate of hydrogen-transfer is modulated by the charge transfer purity DCT

n

(see section “Hydrogen Transfer Rate”), leading to lower rates for partial charge transfer
(dashed yellow) than for pure charge transfer states.

Firstly, the initial vertical excitation is driven by an external field (shown in fig. 1 with a

green wavy arrow) that excites the ground state |0〉 to a mixture of excited states |n〉. These

states in turn may then horizontally leave the system via PCET channels (yellow wavy

arrows) that are a combination of the inverse hydrogen transfer time and the purity DCT
n of
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the respective CT state (see equation 12 below). Finally, all states may exchange population

via thermalization (red and blue arrows). These thermalization channels allow excited states

without an PCET channel to undergo a secondary PCET process via exchanging population

with PCET-active states. The details of how we obtain these rates, as well as how to drive

the quantum dynamics calculation with implicit vibration-induced relaxation and hydrogen-

transfer will be summarized below.

Time-dependent Configuration Interaction Theory

Dissipative electron dynamics is studied here by means of the time-dependent configuration

interaction method31–33 in its reduced density matrix formulation (ρ-TDCI).18 Formally, a

basis of many-electron pseudo-eigenstates is used to represent the reduced density matrix

(RDM) of the N -electron system as

θ̂(t) =
∑
mn

θmn(t)|ψm〉〈ψn| (7)

The many-electron pseudo-eigenstates are computed from time-dependent density func-

tional theory (TDDFT) and approximated as linear combinations of singly-excited configu-

ration state functions, |Φr
a〉,

|ψn〉 = A0Φ0 +
∑
ar

Ara|Φr
a〉 (8)

In the present work, the coefficients Ara for the excitation from an occupied orbital a to

a virtual orbital r are obtained by re-orthonormalizing the many-body pseudo-eigenstates

from a TDDFT calculation at the optimal ground state geometry of the system. This

hybrid TDDFT/CI formalism was shown to provide good energetics in similar charge transfer

systems while retaining the computational scaling of the configuration interaction singles

method.34–36

The RDM evolves according to the Liouville von Neumann equation
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∂θ̂(t)

∂t
= − i

~

[
Ĥel, θ̂(t)

]
− 1

~

[
Ŵ , θ̂(t)

]
+

+
i

~

[
~̂µ · ~F (t), θ̂(t)

]
+ LDθ̂(t) (9)

where Ĥel is the Hamiltonian of the N -electron system, and the third term on the right-

hand-side represents the coupling of the molecular dipole ~̂µ with a time-dependent external

field ~F (t). The second term involves the anti-commutator over an absorbing potential which

mimics the loss-of-norm due to hydrogen transfer, as will be discussed below. Assuming

Markovian interaction with the environment, the dissipative Liouvillian super-operator in

its Linblad form reads

LDθ̂(t) =
∑
mn

Γmn
2

([
Ĉmn, θ̂(t)Ĉ

†
mn

]
+
[
Ĉmnθ̂(t), Ĉ

†
mn

])
(10)

where Ĉmn = |ψn〉〈ψm| are so-called Lindblad operators that mediate the transfer from

state ψm to ψn at a rate Γtherm
mn , introduced in the next subsection. Using ansatz (7) for the

RDM leads to linear equations of motions that can be integrated numerically using a pre-

conditioned adaptive step-size Runge-Kutta algorithm,37 as implemented in GLOCT.18,38

All matrix elements required for propagating the RDM are computed from the pseudo-

eigenstates, Eq. (8), using the open-source post-processing program package ORBKIT.36,39,40

To model the behaviour of isotropic orientation in solution, all results are averaged over ex-

citations using pulses polarized along the three cardinal directions {x, y, z}.

Vibration-induced Energy Relaxation

Non-adiabatic coupling to the system vibrations leads to energy relaxation and thermal-

ization among the many-electron states used to represent the RDM. By using first-order

time-dependent perturbation theory it was shown that energy relaxation induced by electron-

vibration coupling approximately scales as the inverse of the square of the energy difference

between two electronic states.41 Here, the non-adiabatic relaxation rate Γmn between elec-

tronic states m and n is computed as the sum of the individual contributions of each vibra-
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tional mode q, subject to Lorentzian broadening

Γtherm
mn = γ

∑
q

∣∣∣∣ (γ/2)2

(∆Emn − ~ωq)2 + (γ/2)2

∣∣∣∣ , with Em > En (11)

The upward rates are obtained by detailed balance, Γtherm
nm = eEmn/KbTΓmn . These are

required, since we consider the system at finite the temperature T = 300 K. The normal

mode frequencies ωq are obtained from numerical vibrational analysis of the NGO candidate

molecule at the ground state geometry, while the ∆Emn are the associated electronic energy

differences from the excited states at the same geometry. The parameter γ is introduced as

a measure for the maximum possible relaxation rate from state n to m via non-adiabatic

coupling, and its effect on the many-electron dynamics will be discussed below. Additionally,

the parameter is directly related to a relaxation lifetime via the Lorentzian width.

Hydrogen Transfer Rate

Provided the molecule is electronically excited to a CT state, the water molecule is expected

to fragment into a hydroxyl radical and a hydrogen atom that is transferred to the NGO

catalyst. This hydrogen transfer from water to NGO is expected to strongly impact the

laser excitation dynamics and compete with vibronic relaxation induced by non-adiabatic

coupling (i.e. thermalization). To provide a combined picture of electronic excitation and

hydrogen transfer dynamics, we introduce in Eq. (9) a negative imaginary potential of the

form

Ŵ =
∑
n

ΓPCET
n |Ψn〉〈Ψn| =

DCT
n

τHT
n

|Ψn〉〈Ψn| (12)

where τHT
n is the duration associated with the hydrogen transfer process. The role of this

imaginary potential is to absorb the outgoing flux of hydrogen, which ultimately reduces

the overall norm of the wavefunction. Assuming that the reaction is completely irreversible,

the loss of norm yields a measure for the rate of combined electron and hydrogen transfer
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dynamics - i.e. the PCET process. Since the desired final product is an uncharged hydroxyl

and NGO+H complex that can only be obtained from an equally strong proton and electron

transfer (i.e. the pure charge transfer case of DCT
n = 1), the rate at which a given state n

is annihilated, 1/τHT
n , is modulated by its CT character DCT

n , obtained from the previous

NTO analysis (see Eq. (4)). This will be discussed in more detail in the results section.

We estimate the decay time τHT from the vibrational period of the atom on the lowest-

lying charge transfer state with the highest DCT
n . A relaxed reaction path (RRP) for the

water splitting reaction of the candidate NGO system is first constructed by performing

constrained structure optimizations of the ground state DFT level (cf. section “Relaxed

Reaction Path of the Water Dissociation”) where the O-H bond of the water molecule facing

the nitrogen is constrained to different lengths. Subsequent TDDFT calculations at each of

these geometries yield potential energy curves of multiple electronically excited states along

the reaction coordinate. The first pure CT state, identified by following the energetically

lowest lying state with the largest DCT
n along the RRP, is then fitted to a harmonic potential

centered at proton transfer geometry. We define the decay time for the hydrogen transfer τHT
n

as the time required for the hydrogen atom (mass M = 1.00797 a.m.u.) to decay towards

the minimum of the pure CT state, starting from the pure CT state in the ground state

geometry. Throughout all subsequent electron dynamics simulations, the hydrogen transfer

time estimate of τHT
n = 7 fs is used.

Results and Discussion

Structural Optimization

The NGO model molecule developed in this study is obtained after five stages of successive

functional group addition to the N-doped coronene base structure (total number of 158 model

structures, see ESI for more information). The excitation properties of the most suitable

candidate at each stage are collected in table 1 and figure 2 shows which structural features
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were added at each stage. The final candidate NGO model shows an extended π-conjugated

network that contains two ketone groups (stages one and two), as well as one carboxyl group

(stage three). This special arrangement allows the water molecule to be hydrogen-bonded

in co-planar fashion to both one of the carboxyl oxygen atoms as well as the ketone oxygen

added in stage one. Further, the electron withdrawing effects of the oxygen atoms overall

facilitate the transfer of a p-electron from the water molecule to the π-system of the NGO

molecule, effectively red-shifting the excitation wavelength for the pure CT state from 186.3

nm in the unfunctionalized pristine case to 341.2 nm in the proposed candidate NGO model

(compare table 1).

By addition of the epoxy group to the model molecule at stage four, the excitation wave-

length is again red-shifted, while however strongly lowering the transition dipole moment.

Therefore, although the phenol group of stage five slightly blue-shifts the excitation wave-

length and lowers the charge transfer purity DCT
n for the pure CT state, it causes a much

better transition dipole moment again - which is why this last modification still provides

an improvement. It shall also be noted that the introduction of hydroxyl groups saturat-

ing a π-bond with -OH and -H generally leads to a blue-shift of the excitation wavelength

for almost all probed cases. Since a blue-shift of the excitation energy will lead away from

the optimum of 500 nm, this indicates hydroxyl groups are unfavourable for optimising the

electron-transfer properties.

Among the first 100 excited states of the final candidate molecule, only the two states

number 15 and 80 (numbering according to the ORCA20 output) qualify as pure charge

transfer states with DCT
n of at least 0.70. Besides these two, there exist ten additional states

with DCT
n values of at least 0.10, which shall be referred to as partial CT states in the

following.

The hole and particle NTO wavefunctions (cf. equation 2) that describe the pair of

energetically lowest-lying partial and pure CT states are shown in figure 3. From these

NTO wavefunctions one can see that the hole wavefunction of the partial CT state 14 is
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Figure 2: Development of the final candidate molecule. Numbers and colors indicate what
changes were introduced in which stage.

also localized on the NGO catalyst’s carboxyl group, while the pure CT state 15 shows

an almost exlcusive localization on the water molecule. Note that the numbering of states

according to ORCA20 is not necessarily ordered energetically. The particle wavefunctions of

both pure and partial CT states are essentially identical and spread over the π-conjugated

ketone groups and adjacent pristine C atoms. This analysis of the electronic structure in

terms of energies and densities has already several implications for the molecular design

principles of efficient NGO catalysts. Firstly, it shows that the charge transfer to the NGO

can be facilitated by adding electron-withdrawing substituents to the π-system, because it

lowers the energy of the particle wavefunction. However, due to the particle wavefunctions

being so similar for partial and pure CT states, such adjustments result in a red-shift for the

excitation wavelength of both the partial as well as pure CT states in comparable magnitude.

Secondly, since the hole wavefunction is the only substantial difference between the partial

and pure CT state’s NTOs, the only way of favouring a pure CT over partial CT is to

disfavour the partial CT state’s hole wavefunction. In the proposed final candidate structure

(as shown in figures 2 and 3), this is achieved by a push-pull asymmetry introduced with

the carboxyl group, relative to the ketones. While the carboxyl group is electron-rich, it is
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Figure 3: Hole and particle wavefunction of the energetically lowest-lying partial CT state
14 and pure CT state 15 in a contour plot with a cutoff of ±0.05.

Table 1: Charge transfer characteristics of the different generations of NGO model molecules.
Numbers in parentheses reflect states that come closest to the pure/partial state description,
while missing the requirement of DCT

n > 0.70 and DCT
n > 0.10, respectively.

Development exc. wavelength DCT
n | ~µ0n|2

Stage pure/part. [nm] pure/part. pure/part. [au]

Pristine 186.3 / 170.5 0.75 / 0.18 1.18 / 2.07
Stage 1 (238.7) / (298.9) (0.66) / (0.08) (0.01) / (0.01)
Stage 2 (270.1) / 263.3 (0.38) / 0.22 (0.001) / 0.08
Stage 3 329.0 / (306.6) 0.89 / (0.03) 0.05 / (0.04)
Stage 4 344.4 / (310.0) 0.93 / (0.02) 0.03 / (0.02)
Stage 5 341.2 / 276.6 0.89 / 0.14 0.08 / 0.39

also electrophilic, thus disfavouring the formation of a hole in this region. This is reflected

by the large drop in DCT
n of the lowest partial CT state from stage two to three (see table

1).

Finally, it shall be noted that the arrangement of the water molecule with respect to the

NGO seems to be important for the CT process. While the water molecule is rather randomly

oriented with respect to the O-H-N bond in the first stages of the candidate development, all

of the 16 structures of the last functionalization stage only feature a co-planar arrangement

and two O-H-O hydrogen bonds instead.
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Relaxed Reaction Path of the Water Dissociation

Figure 4: Relative energies of the electronic ground state (blue circles), lowest-energy pure
CT (yellow diamonds) and partial CT states (green squares and violet downwards trian-
gles) and the ionization limit (red upwards triangles) as function of the O-H bond distance.
Additionally, the adiabatic states are shown in the background according to their ener-
getic ordering at each geometry with gray thin lines. Colored dots highlight states of pure
(DCT

n > 0.7, red), intermediate partial ( 0.7 > DCT
n > 0.5, green) and partial CT character

(0.5 > DCT
n > 0.1, blue) The NGO+H active site geometries are displayed in the upper

panels at selected distances.

The RRP was obtained by a constrained geometry optimization of the NGO water com-

plex, where the O-H bond closer to the NGO nitrogen was elongated in sequential steps. The

upper panels of figure 4 show cutouts of the molecular structures featuring the elongation of

the O-H bond that eventually leads to the formation of an N-H bond between the NGO and

the former water-proton. The proton transfer is accompanied by a rotation of the carboxyl

group around the distance of 1.4 Å, such that the repulsion by the free electron pairs of the
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water-oxygen is minimized. In the lower panel of figure 4, the relative energies of the ground

state (blue circles), as well as the energetically lowest lying partial and pure CT states (green

squares and yellow diamonds, respectively) are given along the relaxed reaction path (i.e.

O-H distances). Note that state numbers may change between geometries due to state cross-

ings or changes in CT character. Consequently, only the energetically lowest-lying pure as

well as a pair of partial CT states are highlighted by following the dominant charge transfer

numbers at each of the geometries. Further, the CT states are labelled at each geometries

according to their strength, separated in pure CT (DCT
n > 0.7, red), intermediate partial

CT (0.7> DCT
n > 0.5, green), and weak partial CT (0.5 > DCT

n > 0.1, blue). Finally, the

ionization limit (red triangles) is estimated from the cation energy at the same geometry.

As one can see, the dissociation of the O-H bond is energetically unfavourable in the electronic

ground state (blue circles) since the energy increases along the reaction coordinate. For the

pure and partial CT states (yellow diamonds and green squares/violet triangles, respectively)

the dissociation is favourable, thus confirming the general possibility of driving the PCET

reaction after excitation into such states. The dynamical behaviour in the partial and pure

CT states is nonetheless expected to be different. At a distance approaching 1.3 Å, the

hydrogen atom becomes shared between the nitrogen atom of the NGO and the OH fragment.

This leads to a mixing of the state characters, as seen from the reduction of the CT purity

DCT
n . The partial CT character is also spread over many states, bracketed by the green and

violet lines. This strong character mixing implies that hopping between these states will

occur rapidly, leading to an overall return of the hydrogen towards the original NGO+water

conformation. This can be inferred from the behaviour of the adiabatic potential energy

curves in grey, that all favor this conformation. On the contrary, the pure CT state has

little overlap with all other states in this energy window due to its very different character.

The branching ratio for dynamics in this state will thus be strongly biased towards the

hydrogen transfer, as coupling to the states favoring the original NGO+water conformation

is weak. This branching ratio can be included in the dynamics by modulating the PCET
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rate according to the degree of charge transfer DCT
n , as described in the theory section.

For distances larger than 1.92 Å, the partial (dashed line) and pure CT states energies

become almost identical. This energy convergence towards the pure CT state is caused by

the partial CT states splitting, with one adopting a pure CT character beyond this distance.

The reason for this can be understood from the changes in the bonding situation: While

the pure CT related electron originates from the p orbital perpendicular to the H-O-H plane

(cf. figure 3), the in-plane p orbitals are used for forming the O-H bonds. For longer O-H

distances, however, one of the in-plane p orbitals is now available for donating an electron to

the NGO catalyst molecule, as well. This behaviour can be confirmed by analyzing the DCT
n

values at the different distances for both the pure and partial CT states (see figure 5a)). Here,

one finds that for larger distances the partial CT states DCT
n values (green squares) approach

the pure CT state beyond a distance of 2.0 Å. Additionally, there is a local minimum in the

pure CT and local maximum in the partial CT states’ DCT
n close to an O-H distance of 1.5

Å, which is indicative of either a local avoided crossing or a conical intersection between the

potential energy surfaces of partial and pure CT states around that distance.

Since the ground and CT states become energetically close for large O-H distances, there

is in principle a possibility for either of the states to return to the ground state potential

energy surface and thus towards the undesired initial reactand geometry. When analyzing

the absolute transition dipole moment |µ0n|2 for the partial and pure CT states in figure 5b),

however, one notes that with increasing distances, it becomes smaller and smaller, making

a return to the ground state potential surface less likely. Finally, we indirectly confirm

the biradical final product at approximately 2.6 Å by analyzing the Mulliken charge of the

fragments of the electronic ground state (figure 5c)). The fragments were chosen such, that

the oxygen and hydrogen of the former water molecule build up one fragment (OH), and the

NGO molecule and the transferred hydrogen build up the other (NGO+H). Since the OH

fragment (red triangles) shows a negative charge and the NGO+H complex (blue circles)

a positive one at the largest separation, the charge transfer states that purely transfer one

18



electron from the OH fragment onto the NGO+H complex need to be charge-neutral on each

fragment.

Figure 5: DCT
n values (a) and magnitude of the transition dipole moments |µ0n|2 (b) for

transition from ground state into the pure (yellow diamonds) and partial CT states (green
squares and purple triangles) at different OH bond lengths. Panel (c): Partial Mulliken
charges Ci on the NGO+H fragment (blue circles) and OH fragment (red triangles) are
given for the electronic ground state.

Quantum Dynamics

The quantum dynamics for the PCET step of the water splitting reaction can be treated

in an explicit electron dynamics framework with implicit nuclear dynamics implemented

through the hydrogen transfer rate 1
τHT
n

as introduced in section “Dissipative Many-Electron

Electron Dynamics”. In the following, we shall split the discussion of our findings into one
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section for the dynamics during the initial excitation pulse and one section for the dynamics

after the pulse. In all cases, the state populations shown below are an average for three

individual excitation dynamics with linearly x, y and z polarized external fields. This way,

the behaviour of an isotropic arrangement of NGO-water complexes is obtained.

To test the behaviour of the NGO-water complex for various excitations, different parametriza-

tions for both the external field as well as the non-adiabatic thermalization rate γ are used.

For the external field, the numbers chosen mimic readily available laboratory lasers. We

probe three different pulse lengths ts (25, 50 and 100 fs) and two different amplitudes

(0.001 au and 0.01 au). Since the amplitudes translate to relatively weak peak intensi-

ties of 3.51×1012 and 3.51×1013 W/cm2, respectively, we do not expect that ionization with

respect to multi-photon processes play a role for the dynamics. The frequency of the carrier

pulse is fixed to 0.134 au (341.2 nm), which corresponds to the excitation energy of the

lowest lying pure CT state (see Table 1).

The thermalization rates γ, were chosen such that the minimal thermalization time τγ = 1
γ

of each individual vibration channel corresponds to 10, 1 and 0.1 ps, respectively. These

translate to testing cases of weak, intermediate, and strong non-adiabatic coupling between

the electronic states with respect to molecular vibrations. In all cases, the propagation after

the laser pulse was continued until the respective thermalization time τγ.

Initial Excitation Dynamics

In the following, the simulations for using a pulse length of 50 fs shall be discussed in

detail. The results of other laser set-ups may be taken from table S.II in the electronic

supplementary material. To understand the trends for the dynamics during the external

field excitation for different PCET scenarios, we discuss the left halves of figures 6a-f). Here,

panels a-c) correspond to the external field amplitude with 3.51×1012 W/cm2 peak intensity

(shown in the background in light gray), while panels d-f) reflect scenarios with 3.51×1013

W/cm2 peak intensity. Each panel contains information about the time-dependent norm
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(black), ground state population (blue) as well as the sum over all pure and partial CT state

populations (orange and green, respectively). Additionally, the sum of excited states that

cannot decay via hydrogen transfer (furthermore called “non-CT states” with DCT
n < 0.1) is

given as a dashed gray line. Note that the populations of partial and pure CT states were

scaled for better readability. The panels of each column differ by their thermalization times

that can be found in the lower left corner of each panel.

From panels a-c one can see that in the initial excitation period of 50 fs the norm stays

virtually the same for all values of τγ, while the ground state populations decrease in a

similar fashion in all three cases by about 13%. The lost ground state population is almost

exclusively transferred to non-CT states in all three cases (note the scaling by a factor 1000

for the CT states). This shows that during excitation using a weak pulse, no norm-reducing

PCET occurs, although the excitation frequency is tuned resonant with the lowest lying

pure CT state. The reasons are twofold: First, the imaginary potential term associated with

each partial and pure CT state (cf. equation 12) effectively changes the energetic resonance

condition for the laser excitation, thus leading to a lowered transition probability in general.

Second, due to the ultrafast hydrogen transfer rates ( 1
7fs

= 0.14fs−1), population of these

states would be immediately removed, leading to an immediate decrease in the wavepacket

norm. The ultrafast hydrogen transfer rate also has the nefarious effect of inducing dephasing

between the ground and CT states on the same femtosecond timescale. As the initial and

final states lose their coherence due to this dephasing, population transfer via coherent laser

interaction with light becomes almost impossible. The inefficiency of the excitation process

can be overcome by a stronger perturbation of the system. Therefore, it is only around the

laser field peak intensity, when the excitation probability bebcomes higher than the PCET

rate, that population of pure CT states can be observed.

When focusing on the populations of the partial CT states, one sees that the cases of

weak and intermediate vibronic coupling (panels a) and b), respectively) strongly differ

from the case of strong vibronic coupling (panel c)). While the populations stop increasing
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after the maximum laser amplitude for a) and b), it continues growing over a much longer

time and to a higher overall value for scenario c). The reason for this difference is most

likely connected to the different thermalization rates between states compared to the PCET

rates of the partial CT states: In scenarios a) and b) the fastest thermalization rates are of

the order of Γmn = 0.1ps−1, which is relatively slow compared to the partial PCET rates

DCT
n

τHT = 0.1
7fs

= 0.014fs−1. Therefore, after the population via the laser becomes slower than

the PCET rate, the partial CT populations start to monotonously decrease. In case of strong

vibronic coupling, however, the fastest thermalization rates between states are of the order of

magnitude 0.01fs−1, therefore potentially competing with some of the partial CT channels.

When using lasers with higher peak intensities, d-f), one can see a much more pronounced

depopulation of the ground state to approximately 0.4, associated with an immediate loss

of norm. However, due to fast decoherence between the ground and CT states as discussed

above, most of the excited population is still transferred to non-CT states. As was the case

for weaker intensity pulses, the three regimes of vibronic coupling strengths show no strong

differences in the behaviour of the norm, the ground state, and the non-CT populations.

Although the partial and pure CT state populations are overall much higher compared to

excitations with weak laser fields, the three cases behave similar to each other with respect

to these PCET-active states. Again, one notices that the partial CT state population in

Fig. 6f) is much higher for short thermalization times (note the different scaling factor for

the green and orange curves). However, one also notices that the pure CT states show a

different behaviour for the strong vibronic coupling case, since its peak population is even

less than half of the peak population in the other two coupling regimes. The reason for this

may be that the PCET rates become comparable to that of the thermalization. Since it is

hard to see from the panels a-c), this behaviour cannot be confirmed for the weaker external

field.
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Figure 6: Model PCET dynamics for excitation with different external field amplitudes and
thermalization times τγ. Shown are the norm (black), ground state (blue) as well as the
sums of all pure CT states (orange) and partial CT states (green) as a function of time. The
external field is shown in light grey with respect to the second y-axis. The sums of pure and
partial states were scaled for better readability as indicated above the panels. Note, that
some pictures have been split into an excitation period and post-excitation period.

Thermalization Dynamics

Next, we focus on the dynamics after the laser excitation for the scenarios depicted in

the right halves of figures 6a-f). First, one notices that regardless of the thermalization
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parameter, the ground state population does not change with time in any of the scenarios.

The reason is that the energetic difference between the ground and excited states is too large

to be overcome for any of the probed vibronic coupling strengths. While the transfer rates

between ground and excited states are indeed finite and non-vanishing, they tend to be of the

orders of ≈ 10−12 fs−1 (i.e. 1 s−1) and are therefore not noticeable on the probed timescales.

When focusing on the cases of lasers with low peak intensities a-c), one finds that for

the weak and intermediate vibronic coupling strengths (panels a) and b)), the partial and

pure CT state populations stay virtually constant as well. While the pure CT states start

off the thermalization dynamics with virtually zero population, the partial CT states are

re-populated through thermalization at a similar rate as their PCET decay. Eventually, for

very high thermalization rates, scenario c) even shows an increase of the partial CT states

population close to the end of the propagation. This can be explained by the thermalization

rates that become competitive with the PCET rates.

When turning to the thermalization-induced norm loss, we note that for τγ = 1 ps (panels

b) and e)), the norm loss is the highest. We further notice that it is almost the same as the

decrease in the sum of all non-CT states, indicating that the losses are caused by secondary

processes – i.e. non-PCET states populating partial or pure CT states, that may then decay

through the hydrogen transfer channel (see section “Dissipative Many-Electron Electron

Dynamics”).

The same behaviour for both the state populations as well as the norm loss can be found

for the higher amplitude excitation scenarios d-f), albeit in a much more pronounced fashion.

Especially for the intermediate vibronic coupling scenario shown in panel e), the final norm

is at 0.63 – indicating that almost half of the NGO-water complexes have initiated a PCET

process after the simulation time of 1 ps. Again, a high efficiency of the secondary PCET

for the non-CT states can be observed.

Since neither the partial nor the pure CT state populations change drastically, it is

reasonable to assume that the important thermalization processes leading to the secondary
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PCET are of the same order of magnitude as their connected PCET channels. Also, since

the faster hydrogen transfer time for a pure CT state is 7 fs while the shortest possible

thermalization time is of the order of 1 ps for this case, one would expect that the secondary

decay channels causing the norm loss need to be connected to “non-CT → weak partial

CT → hydrogen transfer” processes rather than to pure CT states when following the same

timescale difference argument as discussed for the excitation dynamics.

To prove this hypothesis, the thermalization rates for the most prominent excited non-CT

states are compared with the rates of their respective target PCET channels. To find which

states are the most prominent, a series of thermalization dynamics with initial population in

each of the individual excited non-CT state is performed. This allows to extract the state-

specific norm losses originating from thermalization processes. Weighting each state-specific

norm loss with the state populations at the end of the laser pulse in the actual dynamics,

the non-CT states can be sorted according to their importance for the secondary PCET.

Fig. 7 depicts the detail of the thermalization dynamics for scenario e). The bold gray

dashed line represents the sum of all non-CT states that decrease at almost identical rate

than the overall norm (black line). When taking the seven non-CT states with the highest

importance for the secondary PCET (thin colored lines), one may decompose the gray line

further into the sum of important (dashed blue line) and unimportant non-CT states (dashed

red line). The blue dashed line again decreases similarly to the gray one while the red dashed

line follows a slower decay. This is indicative that the excited non-CT states with higher

secondary PCET efficiency are responsible for the observed norm loss. Note that the blue line

converges monotonically to the gray dashed line when including more partial contributions.

Analyzing individual thermalization rates Γtherm
mn (cf. equation 11) of the seven dominant

states m towards all other states n, one recognizes that the timescales for thermalization and

hydrogen transfer processes are of similar magnitude in some cases. In particular, states 7,

58, 63, and 64 have PCET rates of a few picoseconds, comparable with the thermalization

regime τγ = 1ps. However, these states have almost no initial population and therefore
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Figure 7: Left panel: Detailed thermalization dynamics for τγ=1 ps and peak intensity 3.51
1013 W/cm2 (as in figure 6e)). The bold black line represents the norm of the wavefunction,
and the gray dashed line represents the sum of all non-CT states. The thin solid lines
represent the seven most important non-CT states that decay via secondary processes. The
thin dashed blue and red lines give the sum of these seven states and all remaining non-
CT states, respectively. Right panel: Secondary hydrogen transfer channels of the seven
most important non-CT states. Circled numbers refer to the n-th electronic state, numbers
above the arrows reflect the individual thermalization/PCET rates. The bold circles are
color-coded as the populations in the left panel.

do not strongly contribute to the decay in a direct PCET process. They are, however,

suitable for indirect PCET decay via secondary thermalization from neighbouring excited

non-CT states. After the pulse of 50 fs duration, direct PCET has contributed to the

depopulation of the short-lived CT states and only partial CT-states remain populated.

The dominant contributions stem from states 9, 66, 67, 71, and 72 in the case presented in

Fig. 7. The equilibrium for these states is strongly biased towards states 7, 58, 63, and 64,

which present a thermal stability comparable to their PCET rates. Consequently, PCET

and further thermalization become competitive, which explains why this specific choice of

pulse duration and thermalization rate leads to the highest light-to-proton transfer efficiency,

as documented by the largest overall loss-of-norm after thermalization. In general, these

considerations explain why both lower or higher thermalization times τγ potentially lead to
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less secondary thermalization norm loss. For τγ = 10 ps, the thermalization rates become

too slow compared to even the lowest hydrogen transfer rates, and the populations remain

trapped in the states or slowly return to the global ground state. On the other hand, for

a lower τγ = 0.1 ps, thermalization becomes too fast and dominates PCET, while reducing

the excitation probability by increasing the dephasing rate.

It can be inferred from these simulations that the efficiency of the PCET process can

be enhanced by optimizing the non-adiabatic couplings of the electron dynamics to the

NGO phonons, such as to maximize the relative importance of the secondary PCET process

induced by thermalization.

Conclusion

In this work we provide a detailed discussion of the proton-coupled electron-transfer (PCET)

dynamics for the water splitting by as nitrogen-doped graphene oxide (NGO) model molecule.

In a first step, we determine important functionalization patterns that facilitate the initial

charge transfer (CT) step from water onto NGO. It is observed that a π-conjugated network

of electron-withdrawing groups is important for stabilising the particle wavefunction on the

NGO catalyst such that the excitation wavelength shifts form the ultraviolet regime towards

the visible light spectrum. Additionally, a co-planar arrangement of the water molecule is

found to be important for lowering the excitation energy further.

Using an optimized model containing all important molecular features for the charge

transfer state, the dissociative nature of the charge transfer states is confirmed by calculating

the reaction pathway for the hydrogen transfer reaction. The dissipative many-electron

dynamics of the proton-coupled electron-transfer is studied by means of the time-dependent

configuration interaction in its reduced density matrix variant (ρ-TDCI). The coupling of

the electron dynamics to the phonons of the NGO model is computed from normal mode

analysis and using a phenomenological scaling constant that determines the thermalization
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timescale in the system. The vibrational lifetime of the pure charge transfer state, which is

found to be ∼ 7 fs, is used to define a hydrogen transfer rate. It enters the dynamics as a

loss-of-norm channel, which quantifies the efficiency of the hydrogen transfer process. The

computational setup allows simulating laser excitations of a water NGO complex at finite

temperatures, as well as the PCET and thermalization dynamics, to determine their relative

timescale and efficiency.

From these simulations, we find that applying a short field at relatively high peak intensity

leads to a important norm loss in the water NGO complex of 0.09 directly after the laser

pulse. It is also observed that thermalization of longer-lived partial charge transfer states

can increase the PCET yield on the picosecond timescale. For the optimal combination

found in this work (50 fs pulse with 3.51 1013 W/cm2 peak intensity and a thermalization

rate τγ = 1 ps), slightly more than a third of an ensemble of NGO-water complexes would

undergo water splitting at room temperature. Comparing these timescales to the ultrafast

hydrogen transfer time in a CT state, we observe that the rate of water splitting is strongly

limited by the efficiency of the initial optical excitation, largely due to the rapid dephasing

in the system. An intricate balance between non-adiabatic thermalization pathways and

the hydrogen transfer indicates the importance of considering temperature and vibronic

coupling in the design of such materials for applications in nanoscopic devices. From the

probed vibronic coupling strengths, we conclude that thermalization lifetimes of the order of

1 ps are desirable for devices that are operating at room temperature. The thermalization

lifetime, which is related to phonon lifetimes, could be controlled by optimizing dopant and

defect concentrations in NGO catalysts, as well as by modifying the size of the active site.
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