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Impact of geometry on flux trapping and the related surface
resistance in a superconducting cavity
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In order to minimize the surface resistance in superconducting cavities, a deeper understanding of
residual resistance due to trapped magnetic flux is necessary. For that purpose, a combined temperature and
magnetic field mapping system is employed to map magnetic flux trapped in a superconducting cavity, and
the related increase in surface resistance. By cooling down a 1.3 GHz TESLA single cell cavity several
times with externally applied static magnetic fields with different orientations with respect to the cavity, a
statement can be made about how the angle between the applied magnetic field and the cavity’s surface
affects flux trapping, and surface resistance. For example, a significantly higher increase in surface
resistance is observed when the applied magnetic field is perpendicular to the cavity’s surface compared to

when it is parallel.
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I. INTRODUCTION

When operating superconducting cavities, power is
dissipated within the cavity wall. Since the cavities are
operated at a temperature of around 2 K the wall plug power
needed for 1 W of dissipated power is close to 1 kW [1]. For
accelerators that are operated in continuous wave mode,
reducing of these losses is critical to reduce costs of
cryogenic plants.

Losses stem from the nonvanishing surface resistances of
superconducting materials in radio frequency (rf) fields.
For niobium, which is typically used to fabricate cavities,
surface resistance is around 10 nQ at 2 K and for a fre-
quency of the driving rf field of 1.3 GHz. The surface
resistance consists of two parts: Rgcg and R,.,. The BCS
surface resistance, Rpcg, follows from the microscopic
theory of superconductors as formulated by Bardeen,
Cooper, and Schrieffer [2]. It depends on the material
used, its treatment as well as the operating temperature, and
the frequency of the rf field.

The second part of the surface resistance, residual
resistance R, is not explained by BCS theory. This
resistance is temperature independent, and is mainly caused
by trapped magnetic flux [3.4].

“f kramer @helmholtz-berlin.de
Now at Technische Universitt Berlin.

Published by the American Physical Society under the terms of
the Creative Commons Attribution 4.0 International license.
Further distribution of this work must maintain attribution to
the author(s) and the published article’s title, journal citation,
and DOL

2469-9888/20/23(12)/123101(11)

123101-1

When cooling down a perfect superconductor below
transition temperature, all magnetic flux within the super-
conductor is expelled. This is the Meissner effect. In
practice, however, materials contain defects, which pin
flux lines, and thus, prevent their expulsion from the
superconductor. In rf fields, these flux lines oscillate
causing power to dissipate within the cavity wall which
in turn increases the residual resistance [5,6]. Since the
residual resistance takes values in the order of several nQ, it
significantly contributes to the overall surface resistance if
the cavity is operated at 2 K and 1.3 GHz.

With increasing quality standards for superconducting
cavities, losses from trapped flux must be considered to
push cavities to their limits. Since complete shielding of the
earths and other stray magnetic fields is impossible, it is
critical to understand how magnetic flux lines are trapped,
and how they increase surface resistance. We use a
combined temperature and magnetic field mapping system.
This setup enables us to map the temperature of the outer
cavity wall of a 1.3 GHz TESLA single cell cavity, and the
magnetic field surrounding the cavity.

With the experiment presented here, we intend to
study how the amount and orientation of trapped flux
depends on the orientation of an externally applied mag-
netic field during cooldown. Additionally, the correspond-
ing surface resistance is investigated. The cavity is cycled
through its transition temperature with externally applied
static magnetic fields in different orientations. The amount
and orientation of trapped flux is then examined with
magnetic field sensors while the surface resistance is
investigated by means of temperature maps and quality
factor measurements.
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In subsequent sections, we present data from magnetic
field sensors suggesting that a simple static model cannot
sufficiently describe the magnetic flux density trapped
within the cavity wall. An increase of the residual resis-
tance is observed when the field is applied parallel to the
cavity axis opposed to when the field is applied perpen-
dicularly to it. Furthermore, temperature maps are used to
calculate the local surface resistance caused by trapped
flux. Here, we observe the largest increase in surface
resistance where the trapped flux is perpendicular to the
cavity’s surface.

II. EXPERIMENT

A. Setup

Measurements are conducted on a 1.3 GHz TESLA
single cell cavity fabricated from fine grain niobium (Nb
with RRR 230; 130 um BCP; 800°C; 100 + 50 um EP;
HPR; bake at 139°C for 12 h [7]). All experiments are
carried out in a vertical test stand with double magnetic
shielding to reduce background magnetic flux density to
less than 1 xT. In addition to the rf diagnostics measuring
the quality factor, a combined temperature and magnetic
field mapping system is implemented.

The design and initial commissioning of the setup is
described in more detail in [8]. A schematic view of the
setup is shown in Fig. 1, and Fig. 2 shows a photograph of
the setup, partially disassembled. A magnetic field mapping
board is mounted on the left hand side, and a temperature
mapping board is mounted on the right-hand side of the
cavity.

FIG. 1. CAD rendering of the measurement setup consisting of
the cavity in the middle, circuit boards measuring the temperature
and B-field around it, and three Helmholtz coils. The blue,
red, and green coils generate a field in z, x, and y directions
respectively. Boards for measuring the magnetic field are high-
lighted purple.

The setup is designed to map the temperature of the
cavity wall, as well as the magnetic field surrounding
the cavity. To manipulate the surrounding magnetic field,
three Helmholtz coil pairs are located around the cavity
(see Figs. 1, 2). As a result, the magnetic field can be
applied in an arbitrary direction. The coils are optimized to
achieve a maximal deviation of the magnetic field of 2%
over the cavity volume [9].

Temperature and magnetic field are mapped using
printed circuit boards (PCBs) that are located around the
cavity. There are 48 slots around the cavity where the
boards can be placed. Four of them are used to install
the boards measuring the magnetic field. They are placed
at ¢ = 0°,90°, 180°,270°. Figure 1 shows the coordinate
system used throughout the paper.

A total of 15 magnetic field sensors based on
the anisotropic magnetoresistive (AMR) effect, Sensitec
AFF755B [10], are installed on each magnetic field
measuring board, see [11]. With these sensors, relative
measurements with a resolution of 0.02 T are possible.
They are placed in five groups of three sensors each (see
Fig. 2). For practical reasons, the sensors on the boards are
installed in such a way that they measure magnetic field
components in a cylindrical coordinate system (p, 6, z).
However, throughout the paper only spherical coordinates,
as depicted in Fig. 1, are used (r, a, ). The sensors in p,
and z are soldered directly onto the board, whereas, the 6
sensors are connected with angled connectors. The angled
connectors are used to rotate the sensors into the correct

FIG. 2. Setup with cavity, Helmholtz coils, magnetic field
mapping card mounted on the left-hand side of the cavity, and
temperature mapping card mounted on the right-hand side of the
cavity. The AMR sensor groups are labeled from one to five and
an enlarged picture of an AMR sensor group is added in the
bottom right corner. The sensor measuring in z can be seen on
the right, the sensor measuring in p is hidden below the adapter of
the sensor measuring in € which is visible at the very bottom.
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orientation. Using angled connectors widens the board, so
one AMR board takes up two of the 48 slots located around
the cavity.

The boards for measuring the temperature on the cavity
surface were provided by DESY, and are based on the
design described in [12]. We use 100 @ carbon Allen-
Bradley resistors to measure the temperature. Since their
resistance is temperature dependent they can be used to
measure the temperature by setting a fixed current, and
measuring the resulting voltage drop across the resistors.
They are pressed against the cavity wall by springs. To
achieve good thermal contact Apiezon Type N grease is
applied between sensor and wall to prevent cooling of
the active element by the superfluid helium during mea-
surements. Note, Fig. 2 depicts a board with 19 sensors,
however, as the cavity gets narrower toward the irises, the
sensors would not fit next to each other, so every second
board has only 13 sensors. Additionally, Cernox sensors are
installed: Two sensors are positioned just below and above
the PCBs and are directly mounted to the cavity. An
additional sensor measures the helium bath temperature.

B. Measurement procedure

To obtain a baseline measurement, the cavity is cooled
below 9.2 K without additional applied magnetic field. The
standard cooling procedure consists of two steps: A filling
step, and a pumping step. During the filling step, the
cryostat is filled with liquid Helium at 500 mbar until the
cavity is fully immersed. In the subsequent pumping step,
pressure is reduced to 16 mbar. In this procedure, the liquid
Helium level never drops below the top of the cavity. After
the baseline measurement, the cavity is warmed up above
9.2 K. For subsequent cooldowns, a magnetic field with
flux density of 10 uT is applied using the Helmholtz coils.
In each cooldown, the orientation of the magnetic field is
changed. The polar angle a is changed in steps of 15° from
0° to 90°. The azimuthal angle ¢ is changed from 0° to 90°
while «a is 0°. In the different cycles, we attempt to keep
the cooling dynamic identical. For each cooldown, the
quality factor is measured at different accelerating fields.
Additionally, temperature maps, and magnetic field maps
are compiled. Magnetic field maps are recorded at three
stages during the cooldown: (1) When the cavity is normal
conducting, and the Helmholtz coils are turned on, (2) when
the cavity is fully superconducting, and the Helmholtz coils
are still turned on, and (iii) when the cavity is super-
conducting, and the Helmholtz coils are turned off.
A visualization of the magnetic field surrounding the cavity
at all three stages can be found in [13].

III. MAGNETIC FIELD MEASUREMENTS

In this section, the question of the orientation, and the
amount of trapped flux is investigated. First, the trapped
magnetic flux measured after transition to the supercon-
ducting state when the Helmholtz coils are turned off,

is compared to the results of two simulations. This
comparison informs about the amount and orientation of
the trapped flux. Second, the magnitude of expelled flux is
investigated which provides information about the amount
of trapped flux.

Since an absolute calibration is only possible with
limited precision, magnetic field data is not presented in
absolute terms but in relatives. For calibration, we use the
magnetic field value after phase transition to superconduc-
tivity with only the background field (0.5+0.2) uT
present. Hence, output voltages during superconductivity
and during baseline measurements are assumed to corre-
spond to zero field. Therefore, we measure the additionally
trapped magnetic flux once the cavity is superconducting,
and the coils are turned off. An example of the measured
trapped flux is shown in Fig. 6.

A. Distribution of trapped flux

The dynamics of partial flux expulsion are difficult to
model. Simulating the distribution and orientation of
trapped flux in the superconductor under different hypoth-
eses of how the trapping takes place, and by comparing the
results to the measured data, we hope to gain insight into
the true nature of the trapping mechanism. Since absolute
field measurements are only possible with limited preci-
sion, a quantitative comparison with simulation results
should be viewed with care. Nevertheless, it can give an
estimate of how flux is trapped, and how much flux is
trapped. In particular, we study whether a simplified static
model is able to provide quantitatively accurate results, as is
implicitly assumed in a number of publications mentioned
further bellow.

COMSOL [14] is used as a simulation tool. Rather than
attempting to simulate the trapping mechanism we look at
two different final magnetization states as illustrated in
Fig. 3. In the first model, we assume a homogeneous B field
inside the superconductor, mimicking homogeneous trap-
ping as shown in Fig. 4. In the second model, we assume

S

S 7 55

FIG. 3. Sketch of the final magnetization state assumed in the
two simulations. B is the ambient field, 7 is the normal vector on
the cavity surface. The red arrows indicate the assumed trapped

field for each model: B g for homogeneous trapping same as the

externally applied magnetic field, and B p for trapping of the field
components perpendicular to the cavity surface.
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FIG. 4. Simulated slice through the cavity. A homogeneous
remanent B-field of 10 4T with @ = 90° is set in the cavity walls.
Squares envelop the three sensors that belong to a group. Since
the individual sensors in the lower two groups are spread further
apart, squares are bigger (see Fig. 2).

that only the component perpendicular to the cavity’s
surface is trapped, the field components parallel to the
surface are set to zero (Fig. 5). In the simulations shown
here, the field is applied at an angle of @ = 90°. With each
configuration we can then calculate the field distribution
around the cavity using COMSOL, and compare the results
to the measured distribution to discern the true behavior of
flux trapping. The relative permeability p, of the cavity
material is set to 0.0001, so that it represents the cavity in its
superconducting state.
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FIG. 5. Simulated slice through the cavity. A remanent B-field
of up to 10 uT with @ = 90° is set in the cavity walls. Here, only
the B-field component perpendicular to the cavity’s surface is
assumed to be trapped. Squares envelop the three sensors that
belong to a group. Since the individual sensors in the lower two
groups are spread further apart, squares are bigger (see Fig. 2).
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FIG. 6. Measured trapped flux at the sensor positions (red) and
simulation results for homogeneous trapping (green). External
field is applied in the direction of @ = 90°. Numbers next to the
arrows show the magnitude of the measured magnetic flux
density in #T. Numbers in brackets show the magnitude of the
simulated magnetic flux density in #T. The gray arrow indicates
the direction of the applied field, but it is not to scale. The sensor
labels are marked in blue. Due to a broken sensor, sensor group
C5 is not depicted.

COMSOL uses finite elements to calculate the surround-
ing magnetic flux density. To check for consistency in the
simulations, the applied field is rotated from a = 0°, ¢ = 0°
to a = 0° @ = 90°. The root mean square error (RMSE) of
the extracted data is 0.03 xT. Furthermore, the maximum
mesh element size is halved increasing the number of
domain elements from 605,000 to 10,707,000. The RMSE
of the extracted data is 0.02 uT. As the deviations are an
order of magnitude smaller than the observed differences
investigated here, the resolution of the simulations is
considered to suffice.

Figure 6 shows a direct comparison of measured data and
the simulation results where homogeneous trapping is
assumed. To enable a comparison of simulated and mea-
sured data, the values from the simulation are evaluated at
the actual sensor positions. This accounts for the spread in
sensor positions within each sensor group.

In general, the simulation assuming homogeneous trap-
ping agrees well with the data. The magnitude of the
measured flux density is smaller than in the simulation
which is to be expected since the simulation assumes full
trapping, whereas, in the actual cavity flux may have only
been partly trapped.

The simulation assuming perpendicular trapped field
yields similar results to the simulation assuming homo-
geneous trapping. As a result, field strength, and field
direction from the simulation assuming perpendicular
trapping are not visualized because differences to those
from the simulations assuming homogeneous trapping are
not visually eminent.

To quantitatively compare simulation results, the relative
magnetic flux density with respect to the mean magnitude
for each data set is calculated for each sensor position.
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TABLE 1. Magnetic flux density of measurements, simulation
with homogeneous trapping, and simulation with perpendicular
trapping normalized to the mean magnitude for each data set,
respectively. The external field is applied at a = 90°. If the
simulation significantly (3¢ = 12%) differs from the measure-
ments, the value is highlighted in bold. Due to broken sensors,
sensor groups C5 and D2 are not included.

Sensor Simulation Simulation
group Measurement homogeneous perpendicular
Al 1.21 1.19 1.14
A2 0.93 1.08 1.12
A3 0.80 0.83 0.84
A4 0.90 0.87 0.90
AS 1.09 1.06 1.05

Bl 1.32 1.20 1.14
B2 1.02 1.09 1.12
B3 0.84 0.83 0.84
B4 0.90 0.86 0.89
BS 1.06 1.06 1.05

Cl 1.18 1.20 1.14
c2 0.94 1.09 1.12
C3 0.81 0.83 0.84
(&) 0.87 0.86 0.89
D1 1.35 1.19 1.14
D3 1.06 0.83 0.84
D4 0.74 0.87 0.89
D5 0.97 1.06 1.05

Thus, the absolute amount of trapped flux is removed from
comparison, and only relative differences in trapped flux
throughout the cavity factor in. As a result, the quotients for
homogeneous flux trapping differ from the ones where
nonhomogeneous trapping is assumed. The results from
calculating the quotients for @ = 90° are shown in Table I.

But first, we consider the systematic error of the
magnetic field measurements by investigating the measured
field when the cavity is still normal conducting. Under ideal
conditions, the magnetic field should be the same at all
points. However, due to imperfectly calibrated sensors, and
inhomogeneity in the applied field, the sensors have an
error of 4%. With this knowledge Table I can be interpreted:

Note that identical letters indicate sensor groups of a
single card. Identical numbers indicate sensor groups at the
same level. It stands out that simulation results differ for
specific sensor groups. For example, we see that within
both simulations sensor groups on level 1 measure a higher
flux density than sensor groups on level 5. Because in the
simulations flux gets trapped uniformly over the cavity, this
disparity can only be explained by the fact that the sensors
in sensor groups on level 4 or 5 are spread further apart
within a group, and therefore, are further away from the
cavity wall. Furthermore, simulated values in sensor groups
on level 1 differ 5 to 6 percentage points across simula-
tions, whereas, sensor groups on level 3 and 5 differ only
1 percentage point. Since the difference across simulations
is larger for sensor groups on level 1 than for sensor groups

on level 3 or 5, we conclude that sensor groups on level 1
are more sensitive to the hypothesis on homogeneous or
perpendicular flux trapping than groups on level 3 or 5.
Sensitivity differences in sensor groups on level 5 com-
pared to sensor groups on level 1 are caused by the
positioning issue mentioned above. Therefore, the sensor
position should be adjusted for future experiments.

In Table I, simulation results that differ significantly,
i.e., 30 = 12% from the measurements are highlighted in
bold. The card that stands out is D, since the measurements
disagree with the simulations in sensor groups D1, D3, and
D4. On the other hand, sensors on cards A, B, and C, agree
well with simulations and with each other on levels 3-5 or
3-4 in the case of card C. On the upper half of the cavity
sensors on card A, and C as well as card B, and D agree
with each other. Sensors on card A and C agree with
simulations on level 1 and measure less trapped flux than
sensors on B, and D which agree on level 2 with simu-
lations. So, in the upper half we see a symmetry between
sensors on cards A, and C as well as on cards B, and D
where each pair disagrees with simulations in one group. To
summarize, we see that flux gets trapped differently in the
top half than in the bottom half, and we also see that flux
gets trapped differently along Card D compared to the
others. We also see that for the bold entries the difference
between measurement and simulation is larger than the
difference between the simulations.

The findings above suggest that a static model poorly
reflects reality. In fact, we suspect that the dynamics of
flux trapping, i.e., the changing boundary conditions as the
superconducting front passes through the cavity, play an
important role. Hence, using a static model to describe
the entire cavity, might fall short. Therefore, inferences on
the extend of flux trapping using only one or a few sensors
should treated cautiously. In such cases, only statements
about the local environment are permissible. While it is a
very useful tool, and was successfully used in [15-17], it
should be kept in mind that the real field profile might
sometimes be quite different than a static model suggests.

To give an overview of all applied field angles, the
RMSEs between simulation and measurements and across
simulations are calculated for each applied field angle in
Table II.

Again, simulated values (RMSE,,) are closer to each
other than to the actual data. This underlines the statements
made earlier.

B. Amount of trapped flux

Apart from the distribution and orientation of trapped
flux, we also investigate whether the orientation of the
externally applied magnetic field influences the fraction of
flux that is trapped. The amount of trapped flux can be
calculated in two different ways: by comparing the mea-
surements to the simulations, or by calculating the amount
of expelled flux during phase transition. As stated in
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TABLE II. RMSE between measurements and simulation as
well as between both simulation models for different applied field
angles. The RMSE is calculated using magnetic flux density
relative to the mean of all sensors. RMSEy is the RMSE between
measurements and simulation assuming homogeneous field,
RMSE; denotes RMSE between measurement and simulation
with perpendicular field, and RMSE,, is the RMSE between
simulations.

aldeg] RMSEy RMSE, RMSE,,
0 0.14 0.21 0.09
15 0.19 0.26 0.08
30 0.31 0.36 0.06
45 0.05 0.07 0.04
75 0.27 0.27 0.04
90 0.1 0.12 0.03

Sec. III A, this estimation should be treated witch caution
but can, nevertheless, be used as an indicator of how much
flux is trapped.

1. Comparison with simulations

As the simulations assume full trapping, we can estimate
how much flux is actually trapped by dividing the magni-

tude of the measured flux density |§meas| by the magnitude
of the simulated flux density assuming homogeneous

trapping |By| and the simulated flux density assuming

perpendicular trapping |l_§p|. Comparing the quotients of the
measured flux density and simulated flux density in each
sensor group is not significantly correlated for trapped flux
with different angles a. Thus, only averaged quotients for
different angles of the applied fields are shown in Table III.

For a = 0° the fraction of trapped flux is smaller than for
a = 90°. This effect is amplified by a systematic error in the
magnetic field mapping cards that was only found after
measurements completed. As already mentioned in the
beginning of this subsection, the accuracy of the data is not

TABLE IIl.  Estimated fraction of trapped flux and its standard
variation under the assumption of homogeneous trapping |By]|
and perpendicular trapping \§P| for different angles of the applied
field. The temperature difference of the top and bottom Cernox
sensors on the cavity when the lower sensor is at 9.2 K is quoted
in the last column.

B eas B eas
afdeg] () o () AT [K]
0 63 +2 66 +3 3.107
15 51£3 54+5 16.152
30 73+ 10 86 £ 20 2.607
45 72+1.3 74+1.2 0.159
75 70+£5 72+5 4.675
90 82+2 86+ 3 3.782

sufficient to determine with high precision how much flux
is trapped.

2. Flux expulsion during phase transition

Another way to quantitatively estimate the amount of
trapped flux, is to investigate how much flux is expelled. If
a cavity traps all flux, the phase transition cannot be seen by
magnetic field probes because the field stays where it is. If
the cavity expels all magnetic field generated by the
Helmholtz coils, the transition would be seen clearly in
the captured data. Since all flux is pushed out of the cavity’s
volume, flux density would change at the sensors’ positions
surrounding the cavity. If the B-field is known for, no and
complete trapping, it is possible to linearly interpolate
between both, and compare the results to the data when flux
is partially trapped. Quantifying how much flux is trapped
requires three measurement points of the B-field. 1. When
the cavity traps all flux, 2. when it expels all the flux, and 3.
when it partially traps flux. The Helmholtz coils are turned
on when the field data is taken.

The data points for full and partial trapping are easily
obtained for all field configurations. The data point for full
trapping is taken by measuring the magnetic field when the
cavity is normal conducting. As the field distribution does
not change when the cavity traps all flux, this mimics full
trapping. The data point for partial trapping is obtained
after the cavity is fully superconducting. The data point for
complete flux expulsion is, however, more difficult to
measure as the cavity always traps some flux. The only
way to measure it, is to cool down the cavity through the
transition temperature without any field applied, and to
apply the field when the cavity is superconducting. In this
case, the applied flux cannot enter the cavity wall as it is
already superconducting. Thus, the field distribution is the

FIG.7. Measured flux distribution for a field applied in ¢ = 0°
(a = 0°) after the cavity is superconducting, this state mimics full
expulsion. The numbers next to the arrows show the magnitude of
the magnetic flux density in yT. The blue arrow indicates the
direction of the applied field, but it is not to scale.
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TABLE IV. Estimated trapped flux by analyzing expelled flux
during phase transition using Eq. (1).

aldeg] (q) [%]
0 81+2
90 93+ 4

same for a cavity that expelled all applied flux in tran-
sitioning to the superconducting state. During the mea-
surements, two data points of this kind are taken. They are
retrieved following baseline measurements. Figure 7 shows
the magnetic field in this state.

Linear interpolation between both cases, full trapping
and full expulsion, leads to:

Btf - Bfe

= -, 1
Bn_Bfe <)

q

Where ¢ is the fraction of flux trapped, B; is the magnitude
of the magnetic flux density when flux is partially trapped,
Bj;. is the magnitude for full expulsion and B, is the
magnitude of mimicked full trapping, i.e., when the cavity
is still normal conducting.

The field distribution during phase transition changes
perpetually and, therefore, field orientation and magnitude
might differ from the expected distribution when it is
trapped. Hence, this method gives only an estimate of the
amount of flux that is expelled. For instance, in the case of
the field applied at @ = 90°, some sensors show that more
flux is expelled than in the hypothetical case indicating that
this model is a simplification of the actual process.
Calculating the mean fraction results in Table IV.

IV. INCREASED SURFACE RESISTANCE
DUE TO TRAPPED FLUX

This section discusses the relation between surface
resistance and trapped flux. First, we investigate average
surface resistance by means of quality factor measure-
ments. Second, local surface resistance is examined by
means of temperature maps.

A. Quality factor and average surface resistance

For each applied field, we conduct quality factor
measurements. The quality factor is measured at accelerat-
ing fields of 2.5 to 17.5 MV/m in 2.5 MV/m intervals at
1.51, 1.61, 1.72, 1.8, 1.86 K. Temperature-dependent data
can be used to separate BCS and residual surface resistance
according to Eq. (2).

R (L)er(-2) +re @

Here, R, is surface resistance, T is critical temperature, T
is the cavity’s temperature, f is the rf frequency, and a, b

58
XRres X 4
55| | @surface L B ° > 96
g 54
=) =
=50 M
2 X 3
Y a5 50 5
N z
= 48
40 *
F < 46
0 20 40 60 80
a [deg]
FIG. 8. Measured residual resistance, and percentage of the

cavity’s surface perpendicular to B weighted with H? of the rf
field. There are two data points for measured residual resistance
at a = 0° since the field is applied in ¢ = 0° and ¢ = 90° with
a = 0°. The lower point corresponds to ¢ = 90°.

are fit parameters. Figure 8 depicts the residual resistance
at 5 MV/m versus the polar angle of the applied mag-
netic field.

As evidenced in Sec. IV B, there are localized hot spots
where the field is perpendicular to the surface of the cavity.
That raises the question whether only the field perpen-
dicular to the surface contributes to the residual resistance.
As the geometry of the cavity is known, we can calculate
the fraction F of the surface perpendicular to the B-field by

taking the cosine of the angle between the B-field vector B,
and the normal vector 71; of the surface elements of area A;:

o XA leos(a(B. i)
SA

Since the square of the rf magnetic field is responsible for
the losses, it must be considered in the calculations.
Figure 8 shows residual surface resistance, and the per-
centage of the surface perpendicular to the magnetic field
weighted with H? of the rf field.

The similarity between measurements, and calculated
percentages supports the hypothesis that areas where the
magnetic field is perpendicular to the cavity’s surface have
a higher surface resistance than areas where the field is
parallel to the surface. This effect has to be considered
when conducting experiments on flux trapping.

(3)

B. Locally increased surface resistance
depending on field orientation

Notably, hot spots shift dependent on the orientation of
the applied magnetic field. This supports the hypothesis
that the additional residual resistance is created mainly by
field components perpendicular to the cavity’s surface. This
is consistent with findings in [17]. In order to clarify the
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FIG. 9. Temperature map of baseline measurement without
any externally applied field. Data is recorded at 1.8 K, and
E,. = 15 MW/m. The quality factor is Qy = 2.7 x 10,

visualization of hot spots, bar charts are added to the
bottom, and right-hand side of each temperature map in
Figs. 9-12 illustrating average temperatures of each row, or
column, respectively. In Figs. 10-12 temperature maps
show hot spots.

All temperature maps are recorded at 15 MV/m and
1.8 K, except for when the field is applied at @ = 90°. Due
to technical difficulties, measurements with field at « = 90°
are recorded at 1.86 K. The magnetic field is 10 4T in all
cases, except for zero-field measurements. The temperature
maps exhibit several white spots due to lacking data at these
positions. This has the following reasons: Two columns are
missing at 0°, 90°, 180°, and 270° because B-mapping cards
are installed at these positions. Other columns are missing
because available channels for readout are limited. White
spaces toward the irises are due to the narrowing of the
cavity limiting sensor space.

The first temperature map in Fig. 9 shows heating
without applied field. Throughout the cavity heating is
relatively evenly distributed. Heating at the equator is less.

o

bottom iris

o

<AT> [mK]

=)

<AT> [mK]
o

o

FIG. 10. Relative heating for applied field in ¢ = 0°, @ = 0°.
It is indicated where the magnetic field is perpendicular to
the cavity’s surface. The data is recorded at 1.8 K, and
E,.c = 15 MW/m. The quality factor is Qy = 4.8 x 10°.

15

T [mK]

0 0o 2 4 6

0 50 100 150 200 250 300 350 <AT> [mK]

¢ [deg]

<AT> [mK]

0

FIG. 11. Relative heating for applied field in ¢ = 90°, a = 0°.
It is indicated where the magnetic field is perpendicular to
the cavity’s surface. The data is recorded at 1.8 K, and
E,.. = 15 MW/m. The quality factor is Qy = 5.1 x 10°.

This is probably caused by the weld seam. The contact
pressure of the sensors is lower due to the fact that the wall
is thinner. Thus, the temperature sensors have poorer
contact to the cavity surface.

All subsequent temperature maps show relative heating.
The temperature map in Fig. 9 represents baseline meas-
urement and is subtracted from the temperature data of all
other field orientations.

In Fig. 10, the field is applied in ¢ = 0°, @ = 0°. In this
representation of the temperature map, the field is
perpendicular to the equator at 352.5°, and 172.5°. The
bar chart for the rows still shows little heating at the
equator, presumably due to poor thermal contact explained
earlier. But heating increases more where the field is rather
perpendicular to the surface. This is more pronounced for
the equator than for the irisis where the field is rather
parallel. Looking at the columns in Fig. 10, there is a higher
variation of temperature across columns in Fig. 10 than
compared to columns in Fig. 9. Again, there is increased
heating where the field is perpendicular to the surface. This
is more obvious by comparing the temperature maps of
Figs. 10 and 11.

Figure 11 shows the relative heating when the field is
applied at ¢ = 90°, @ = 0°. The magnetic field is now
perpendicular to the equator at 82.5° and 262.5°. We see
increasing average temperature across rows similar to
Fig. 10, the case of ¢ = 0°. Yet, hot spots rotate 90° in ¢.

Figure 12 shows the relative heating when the field is
applied in a = 90°. Since there were technical issues at
the beginning of measuring, there exists no temperature
map for 1.8 K instead measurements are recorded at
1.86 K. This means, overall heating is much larger as
BCS surface resistance increases exponentially with tem-
perature. Nonetheless, this should not affect hot spots
location. Heating is spread more evenly along the azimuthal

angle @. We expected this, since the orientation of B
with respect to the cavity wall is independent of .
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FIG. 12. Relative heating for applied field in @ = 90°. The data
is recorded at 1.86 K, and E,.. = 15 MW/m. The quality factor
is Qp = 4.4 x 10°.

The comparison of the row bar charts in Fig. 12 to
those in Fig. 10, and 11 reveals that hot spots moved
away from the equator region and toward the irises
corresponding to where the surface and the B-field are
perpendicular.

A top bottom asymmetry exists, with the bottom half of
the cavity seemingly heating up more than the top half. This
is likely caused by cooling dynamics: The cavity is cooled
from the bottom up, therefore, the niobium becomes
superconducting at the bottom first. While the phasefront
moves to the top, some flux is expelled and, presumably
alters the flux density further above. In [18] similar
observations are recorded. When cooling down at a fast,
or at a medium speed, an asymmetry is visible, whereas,
during a slow cooldown no asymmetry is visible. In the
case of partial trapping during fast, or medium cooldowns,
the bottom half of the cavity becomes superconducting
first. Thereby, expelling flux that influences the flux
density during phase transition in the top half of the cavity.
Hence, frozen flux is distributed differently across the
cavity.

This observation supports the conclusion that a more
sophisticated trapped flux model is needed.

Temperature maps can also be used to calculate local
surface resistance. This is done as follows: The quality
factor of the baseline measurements is used to calculate
average surface resistance, (Rg), of the cavity without
applied field using R, = g where Q is the quality factor,
and G is the geometry factor of a TESLA single cell cavity
with G = 270 Q. Assuming a homogeneous surface resis-
tance allows to calibrate the thermal connection of the
Sensors.

Rise in temperature AT is proportional to surface
resistance when the 1f field is turned on. It is also propor-
tional to the square of the rf magnetic field HZ. For every
sensor a calibration constant &; is introduced, so the
measured temperature rise of the respective sensor AT;
corresponds to the mean surface resistance (Rj).

&AT;
<Rs> = H2
rf

4)

(ROHY _ GHY

Y
i QoAT;

(5)

The surface resistance is not perfectly homogeneous
across the cavity, even without magnetic field applied
during cooldown. Nonetheless, compared to the dif-
ferences observed when an external field is applied,
this temperature fluctuation is an order of magnitude
smaller.

In subsequent calculations, only the middle part (row 5
to 15) of the temperature maps are taken into account.
This is done due to more consistent coverage of the surface
with temperature sensors, and only 5% deviation in the rf
magnetic field across this area. Since the thermal contact
of the sensors varies significantly, temperature points are
averaged with the four adjacent points by weighing the
point itself times four and the surrounding sensors times
one. If the sensor is on an edge, it is averaged with the
remaining nearest neighbors. This gives a more even, and
realistic temperature map.

In a first step, the calibration constant &; is determined for
every sensor without any applied external field, according
to Eq. (5). In order to obtain the actual surface resistance
maps, AT; is measured with applied magnetic field during
phase transition. This enables to calculate local surface Ry;
according to:

GAT;
RSi - H2 .
rf

(6)

Figure 13 shows the calculated surface resistance when
the field is applied in ¢ = 0°, @ = 0°.

By introducing the calibration constant &; and by averag-
ing the data points with their nearest neighbors, the surface
resistance’s dependency on ¢ becomes clearer. Figure 14

0 20 4 60

0 50 100 150 200 250 300 350 Rs [nQ2]

FIG. 13. Surface resistance inferred from AT measurements
with applied field in ¢ = 0°, a = 0°.
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FIG. 14. Calculated surface resistance vs azimuthal angle,
with applied field in ¢ = 0°, @ = 0°. Blue marks show averages
of columns in Fig. 13. The red line follows y = (70 X |cos(¢p +
7.5)] 4 25) nQ.

shows surface resistance versus azimuthal angle ¢. Since the
B-field perpendicular to the surface is suspected to cause
the increase in surface resistance, |cos(¢)| is included in
the plot. Absolute values are used because for surface
resistance Rj it is irrelevant whether frozen flux points into
or out of the surface. The cosine is shifted 7.5° to the left,
as the field is perpendicular at 352.5° and 172.5° instead
of 0° and 180°. Furthermore, it is scaled up, and shifted
upwards to fit the data points. The resulting equation is
y=(70x|cos(¢+7.5)| +25) nQ. The |cos(¢)| depend-
ency is also observed in [19].

Figure 14 supports the conclusion that the B-field
perpendicular to the surface creates the largest contri-
bution to surface resistance. The quality factor without
applied field is 2.7 x 10'°. This corresponds to a sur-
face resistance of 10 nQ. In Fig. 14, the residual resis-
tance drops merely to 23 nQ. For angles where the
field is parallel to the surface, we observe that the sur-
face resistance is significantly lower compared to per-
pendicular field, yet not as low as in the absence of
any applied field. This potentially indicates that a
parallel component increases surface resistance as well
but further tests are required to confirm this conclusion,
since temperature differences of 1 mK correspond to an
increase of 20 nQ for average sensors. With the data set
at hand, it is not possible to give a quantitative result, of
how much flux parallel or perpendicular to the surface
increase surface resistance: While the increase in surface
resistance in @ =90°, a =0° is consistent with the
increase reported above, the increase for applied field
in a = 90° is different, as described below.

Qualitatively plots in Figs. 15, and 16 showing calcu-
lated surface resistance for applied field in a = 90° do not

100 X
X X\ X
X, XX X XK X XK
XX X % X >
80 < X % X %
X K ‘
= % X % X
g X
= 60 X
40
20
0 100 200 300 400
¢ [deg]
FIG. 15. Calculated surface resistance vs azimuthal angle, with

applied field in a =90°. The surface resistance is mapped
similarly to Fig. 13. Blue marks show average surface resistance
of each column in the corresponding map. The map is not
depicted.

differ from the expected result: There is no dependency of
surface resistance on the azimuthal angle. The dependency
on the polar angle reveals that surface resistance is minimal
at the equator where the field is parallel to the surface.
Moreover, the top bottom asymmetry reported earlier is
visible. But the increase in surface resistance for the case of
applied field in @ = 90° is consistent with, but of different
magnitude than, the cases of applied field in ¢ = 0°, or
@ =90° and a = 0°.

120 - X

100 X

R, nQ]

80 X

60 X %

—80 —60 —40 —-20 O 20 40 60 80
a [deg]

FIG. 16. Calculated surface resistance vs polar angle, with
applied field in a =90°. The surface resistance is mapped
similarly to Fig. 13. Blue marks show average surface resistance
of each row in the corresponding map. The map is not depicted.
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V. SUMMARY AND OUTLOOK

A. Conclusions

Using the three dimensional magnetic field mapping
system, it is possible to resolve, and visualize the magnetic
field surrounding a superconducting cavity for the first
time. Both, the magnetic flux mapping, and the temperature
mapping measurements where a top bottom asymmetry is
observed, show that the flux trapping mechanism cannot be
fully explained by a simple static model. Therefore, the
estimation of the amount of trapped flux using a few field
probes can be a useful tool, but it has limits. Hence, our
findings support the influence of partial trapping for the top
bottom asymmetry proposed in [18].

Q vs E measurements for each applied magnetic field
at different temperatures allowed for extraction of the
residual resistance. There is a clear dependency on the
angle of the applied field. The temperature maps suggest
that the increase in residual resistance is strongest where
the B-field is perpendicular to the surface. The percentage
of the B-field perpendicular to the surface is calculated, and
shows a similar trend to the residual resistance.

B. Outlook

We are currently developing more sophisticated simu-
lation models which also implement dynamical effects in
order to obtain a better fit with the measured data.
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