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1. Introduction

Time-resolved photoluminescence (TRPL) is a superb method to
characterize the dynamic properties of the minority charge

carriers in semiconductor materials.
Extracted parameters such as the minority
charge carrier lifetimes can be used in
quality control and in the design process
of minority charge carrier devices such as
solar cells,[1] solid-state lasers,[2] hetero-
junction bipolar transistors,[3] and light-
emitting devices.[4] This contactless,
noninvasive, nondestructive, and time-
efficient analysis technique has been
successfully used for several decades and
is well documented.[5–9] The most impor-
tant parameter for any minority charge
carrier device is the bulk lifetime τB, which
includes the radiative lifetime[10] τr and the
nonradiative Shockley–Read–Hall (SRH)
lifetime[11] τnr, which characterizes the
nonradiative decay processes. In a realistic
sample, in addition, surface and interface
recombination processes contribute to the
transient decay, characterized by the
surface recombination velocity.[12] Gerber
and Kleiman[13] showed that even in the
absence of the latter processes, the extrac-
tion of the individual bulk parameters is

generally not possible in a low-excitation regime, where the
minority charge carrier density ρ is much smaller than the dop-
ing of the semiconductor ND=A because capture by and release
from impurities dominate the transient dynamics. They solved
this problem by modeling the charge carrier kinetics with dif-
ferent rate equations for different excitation levels and used
these equations to fit their individually measured transients.
Thereby, they disentangled different recombination channels
and trapping mechanisms. Obviously, valid rate equations form
the basis of any such approach. But even then, it is not clear
without further assumptions which rate equation should be
applied to which transient. One more fundamental approach
is to describe the intensity-dependent dynamics of a sample
using a coupled set of rate equations, which describe multiple
TRPL transients all at once. Motivated by this challenge, we
developed a more general method for the analysis of typical
TRPL data, which is not limited to this example. The novelty
of our work refers to the following properties of our method:
the set of multiple transients with different initial excitation lev-
els are fitted simultaneously by the full set of rate equations.
Furthermore, we provide a mathematical framework based
on maximum likelihood estimation (MLE), which takes the sta-
tistics of recombination processes into account and enables
straightforward application of state of the art fitting algorithms
to the data. While it is of course still necessary to obtain suitable
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Time-resolved photoluminescence (TRPL) measurements and the extraction of
meaningful parameters involve four key ingredients: a suitable sample such as a
semiconductor double heterostructure, a state-of-the-art measurement setup,
a kinetic model appropriate for the description of the sample behavior, and a
general analysis method to extract the model parameters of interest from the
measured TRPL transients. Until now, the last ingredient is limited to single curve
fits, which are mostly based on simple models and least-squares fits. These are
often insufficient for the parameter extraction in real-world applications. The goal
of this article is to give the community a universal method for the analysis of
TRPL measurements, which accounts for the Poisson distribution of photon
counting events. The method can be used to fit multiple TRPL transients
simultaneously using general kinematic models, but should also be used for
single transient fits. To demonstrate this approach, multiple TRPL transients of a
GaAs/AlGaAs heterostructure are fitted simultaneously using coupled rate
equations. It is shown that the simultaneous fits of several TRPL traces sup-
plemented by systematic error estimations allow for a more meaningful and more
robust parameter determination. The statistical methods also quantify the quality
of the description by the underlying physical model.
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measurement data and to choose a valid set of rate equations,
our method then allows the reliable extraction of the different
parameters governing the charge carrier recombination pro-
cesses. The result of the fitting procedure also provides an indi-
cation of the validity of the chosen set of rate equations.

The article is organized as follows: we first motivate and for-
mulate our approach in more general terms. Then, we formulate
a specific physical model to describe the time evolution of photo-
luminescence (PL) in direct bandgap semiconductors. Afterward,
we comment on the measurement technique used: time-corre-
lated single photon counting (TCSPC). Using TCSPC implies
a Poisson distribution for the number of photons counted,
i.e., the measured intensity. In contrast to the case of the normal
distribution, the variance of the Poisson distribution is equal to
its mean. This is also called heteroscedasticity and poses prob-
lems for ordinary least squares (OLS) estimation.[14] We directly
deal with the Poisson distribution by employing MLE, which
maximizes the likelihood, i.e., the joint probability of the obser-
vations as a function of the model parameters.[15] The MLE esti-
mates, in particular, have many desirable asymptotic properties:
they are consistent, efficient, and normally distributed. Thus, one
can quantify the uncertainty in the estimates by confidence inter-
vals.[16] We need to emphasize that MLE is more suitable than
OLS fitting because OLS disregards heteroscedasticity and does
not allow for correct error estimation of the fitted parameters;
therefore, MLE should also be used even for simple monoexpo-
nential fits to single TRPL transients.

The presented optimization procedure is tested using noisy
synthetic data to check whether the high-dimensional global opti-
mization problem can be solved with reasonable accuracy.
Finally, we analyze TRPL measurements of a III–V semiconduc-
tor double heterostructure, which provides an application of our
generalized modeling of time-resolved spectra to a practically rel-
evant case.

2. Theory

The physical modeling of TRPL measurements is intrinsically
difficult since a plethora of physical effects, whose relevance
varies from sample to sample, influence the measured time-
dependent intensity. Prior work on semiconductor TRPL
addressed nonradiative recombination,[11,17] surface recombina-
tion,[12] trapping states,[8,13] self-absorption effects in III–V com-
pound semiconductors,[18,19] and many other physical
effects.[6,7,9] With a varying magnitude of initial density of excited
charge carriers, the temporal dynamics varies between mono-,
bi-, or nonexponential decay curves.[13] Generally speaking, pre-
vious and state-of-the-art TRPL modeling consists of explaining
one transient at a time with a suitable approach accounting for
one or more of the effects mentioned above.[12,13,20–22] This
means that in extreme cases, a series of experimental (exp.)
measurements, which contain multiple transients at different
charge carrier injection levels Iexp:ðtÞ, were explained one by
one using predictions IPLðt, ρ0Þ resulting from different paramet-
ric models ℱi t, ρ0i , pi

� �
Iexp:i tð Þ ¼ IPLi t, ρ0i

� � ¼ ℱi t, ρ0i , pi
� �

(1)

Here, the dependency on the initial injection level has
been explicitly noted through the minority charge density ρ0

at the time of injection. This means that one explains the i-th
measurement Iexp:i with initial excitation ρ0i through the excita-
tion-specific parametric modelℱi, which depends on the param-
eters pi. Models like this have been mostly derived for a special
range of injection levels fρ0i g in which typically one effect, such
as trapping-based recombination or radiative recombination,
dominates.[13]

To capture the underlying dynamical processes more thor-
oughly and to obtain more trustworthy physical parameters than
those obtainable from Equation (1), we suggest to model a series
of measurements with multiple transients at different injection
levels all at once. However, realizing this suggestion requires a
model that accounts simultaneously for all dynamical processes
that are relevant at the different injection levels. We write

Iexp:i tð Þ ¼ IPLi t, ρ0i
� � ¼ ℱ t, ρ0i , p

� �
(2)

where ℱ t, ρ0i , p
� �

now denotes a generalized TRPL model with
the same parameter set p for all transients i. We emphasize that
all experimental TRPL traces are subjected not only to external
noise, but they also show at least at late times intrinsic variations
resulting from the stochastic character of the signal at low photon
counts. For PL, it is natural to assume that the signal is the sum
of independent emissions of photons, which are counted, at least
in TCSPC measurements, almost independently from each
other. Mathematically, this translates into the assumption of a
Poisson distribution for the photon counts. A model ℱ aims
at predicting “as good as possible” the expected transient
IPLi ðt, ρ0i Þ by varying the parameters p. From amathematical point
of view, we could have omitted ρ0i on the right-hand side of
Equation (2) and included it as one of the parameters p. We
retained the explicit ρ0i dependence because on one hand, exper-
imentalists would label their transients by the excitation level
and, on the other hand, the theoretical modeling of TRPL is typi-
cally a theory for the position- and time-dependent minority
charge density ρ r, tð Þ. Most suchmodels can be cast into the form
of a reaction-diffusion system.

dq
dt

¼ DΔq þG qð Þ � R qð Þ (3)

where the charge density vector function q ¼ q r, tð Þ includes the
charge density of the minority, majority, and trapping bands. The
diagonal matrixD describes that charge is allowed to move inside
each state through the semiconductor. The generation matrix
G qÞð and the recombination matrix R qÞð include all possible
and physically allowed transitions between the involved states
such as trapping and multiple band-to-band transitions.
Systems like Equation (3) have been suggested in many publica-
tions and are used all over physics, chemistry, and biology.[23–25]

A specific aspect of TRPL is that the charge carrier decay can
be observed only indirectly via the time-dependent volume
average of the radiative decay of the minority charge carriers.

IPL t, ρ0ð Þ ¼
Z
V

1
τr ρ r, t, ρ0ð Þð Þ ρ r, t, ρ0ð ÞdV (4)
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where τr ρ r, t, ρ0ð Þð Þ denotes the respective minority charge
carrier density-dependent time constant.[12]

2.1. Model Building

As a specific test case for our general approach, we now formu-
late a dynamical model based on the work of Gerber and
Kleiman[13] for a type-I direct semiconductor double heterostruc-
ture with two trapping levels in the bandgap (see Figure 1). The
main charge carrier recombination channels are the well-known
and studied radiative[10] and nonradiative SRH[11] recombination,
combined into the bulk lifetime τBðρÞ. We replace the minority
charge carrier density ρ by the dimensionless fractional occu-
pancy relative to the doping level ND=A, i.e., by η ¼ ρ=ND=A.
Following Gerber and Kleiman,[13] we parameterize the excita-
tion dependence of the bulk lifetime via

1
τBðηÞ

¼ 1þ η

ϕτ0r
þ 1þ η

τ0nrð1þ r ηÞ (5)

in terms of the low-excitation lifetime limits τ0r and τ0nr for the
radiative decay and the nonradiative SRH decay, respectively.
These parameters are the main performance indicator for minor-
ity charge carrier devices. While using Equation (5), we assume
that Δn ¼ Δp, where Δn is the excited electron density and Δp is
the excited hole density.[13] The factor ϕ accounts for photon recy-
cling.[18,26] The excitation-level dependence of the SRH

recombination is characterized by a parameter
r ¼ 1þ σmin=σmaj, which involves the ratio of the carrier trap
capture cross sections for minority (σmin) and majority charge
carriers (σmaj).

[13]

In the equilibrium state of continuous excitation, the trapping
states inside the bandgap are filled and their influence on the
charge carrier dynamics is negligible, i.e., the radiative and
SRH recombination are the dominant effects in this case.
However, during TRPL measurements, they dominate the tran-
sient dynamics in the low-excitation regime and, therefore, one
needs to consider them to describe the physics of the transient
decay accurately.[8,13] We added two trapping states to our
model: trapping state 1 accounts for defects present inside
the bandgap and is characterized by three time constants includ-
ing one describing reemission into the conduction band.
Trapping state 2 is motivated by the results of Redfield
et al.[27] and can be thought of as a metastable deep trapping
state because its decay time (τ2d) is very large compared to all
other time constants. It accounts for trapping processes with
negligible reemission into the conduction band, which can be
filled and saturated, in contrast to the SRH channel.
Analogously to the introduction of η, the filling of the trapping
states are described by the ratios f 1 ¼ n1=N1 and f 2 ¼ n2=N2 of
filled levels to trap density.

All quantities are assumed to be spatially homogeneous,
which holds true, e.g., in homogeneous samples if the excitation
spot is much larger than the PL detection area. In particular,

Figure 1. Schematic diagram of a type-I double heterostructure with a p-doped absorber region illustrating the dynamical processes included in our rate
equation-based model. A short δ-like laser pulse excites electrons and creates an excess density ρ of minority charge carriers in the conduction band of the
absorber. The minority charge carriers (electrons, filled circles) can recombine (dashed circles) with majority carriers (holes, empty circles) either radi-
atively and nonradiatively, predominantly via Shockley–Read–Hall (SRH) recombination. Both rates are combined into a density-dependent bulk time
constant τBðρÞ. Alternatively, the minority charge carriers can get trapped into trapping states 1 and 2, at the energy levels E1 and E2, respectively. The
position of trapping state 1 inside the bandgap is not further specified and captures charge carriers with a time-constant τ1t. Carriers trapped in the
trapping state 1 can be re-emitted to the conduction band with rate τ�1

1e or decay back to the valence band at a rate τ�1
1d . Trapping state 2 can be thought of

as a metastable deep trapping state[13,27] with a trapping time-constant τ2t, where the decay rate τ�1
2d is assumed to be very small compared to all other

transition (indicated by the dashed arrow). Other symbols denote level occupancies (see text) or the energetic alignment in the heterostructure.
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inhomogeneity effects are ignored. At present, we also exclude
effects such as surface recombination. This aspect is briefly dis-
cussed below. Thus, ignoring the r-dependence, using the abbre-
viations α ¼ ND=A=N1, β ¼ ND=A=N2 and Equation (5), as well as
the dynamical variables defined above and the process shown in
Figure 1, one can derive the following rate equation system

dηðtÞ
dt

¼ 1
ατ1e

f 1ðtÞ �
1þ ηðtÞ
ϕτ0r

ηðtÞ � 1þ η

τ0nrð1þ rηÞ ηðtÞ

� ð1� f 1ðtÞÞ
τ1t

ηðtÞ � ð1� f 2ðtÞÞ
τ2t

ηðtÞ

df 1ðtÞ
dt

¼ ð1� f 1ðtÞÞ
τ1t

αηðtÞ � 1
τ1e

þ 1
τ1d

� �
f 1ðtÞ

df 2ðtÞ
dt

¼ ð1� f 2ðtÞÞ
τ2t

βηðtÞ

(6)

We assume that the trapping states are empty before every
excitation and, therefore, choose the following initial conditions:
ηð0Þ ¼ η0, f 1ð0Þ ¼ 0 and f 2ð0Þ ¼ 0, where η0 is a model parame-
ter, which can also be estimated experimentally as a comparison.
Once ηðtÞ is known, the TRPL signal can be obtained from
Equation (4) and (5) in the form

ℱ t,Pð Þ ¼ Cη t,P0ð Þ 1þ η t,P0ð Þ½ � (7)

Here, the total parameter vector P has the structure
P ¼ P0,Cf g ¼ p, η01, : : : , η

0
N,C

� �
, where N denotes the number

of measured TRPL transients. The parameter C contains experi-
mental influences such as the detector efficiency and the total
measurement time. For our particular model, p comprises 10
sample-dependent excitation-independent parameters.

Using data from one sample only, it is not straightforward to
add surface recombination effects to our model because the sur-
face recombination lifetime τS has an identical η dependence as
the bulk SRH model (Equation (5)).[13] However, we expect that
our method can be extended to disentangle the bulk- and
surface-recombination lifetimes by measuring several otherwise
identical samples with different absorber thicknesses. Again,
simultaneous modeling of all transients of all samples is
expected to yield more reliable parameter estimates.

2.2. Maximum Likelihood Estimation

Having developed amodel for themeasurements, one is now tasked
with estimating the parameters P and quantifying the uncertainty in
these estimates. As described in the introduction, one cannot use a
least squares regression because the TRPL data are Poisson distrib-
uted. To this end, we employ the well-established framework of
MLE.[28] Thus, we estimate P by minimizing the negative log-
likelihood. To derive the negative log-likelihood, we index the meas-
urements by a double index i,jwhere the first index identifies the i-th
transient and the second identifies the j-thmeasurement in that tran-
sient at time tj. For the i,j-th observation Ii,j with expected value
λi,j Pð Þ ¼ ℱ tj, ρ0i , p

� �
, the negative log-likelihood is λi,j Pð Þ � Ii,j

log λi,j Pð Þ þ log Ii,j!
� �

. Dropping the P-independent last term, the
total negative log-likelihood to be minimized is given by the sum

l Pð Þ ¼
XN
i¼1

XM
j¼1

λi,j Pð Þ � Ii,j log λi,j Pð Þ (8)

because the fluctuations of the data points Ii,j are statistically inde-

pendent from each other. The minimizer bP of Equation (8),
i.e., the parameter set which minimizes Equation (8), is the maxi-
mum likelihood estimator of P.

Standard asymptotic theory of maximum likelihood estima-
tors[16] allows to obtain (asymptotic) confidence intervals for P.
Under some regularity conditions, the parameter uncertainty
can be quantified through asymptotic pointwise confidence inter-
vals based on a asymptotic normal distribution (details in the
Supporting Information). For the i-th component of P, we obtain
such a confidence interval at confidence level 1�α bybPi � q1�α=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H bP	 
�1

i,i

r
. Here, H bP	 


is the expected value, with

respect to Ii,j, of the Hessian matrix of l Pð Þ at bP and q1�α=2 is
the 1� α

2 quantile of the standard normal distribution.

3. Experimental Methods

For a practical demonstration of the formalism developed above,
we analyzed a set of TRPL transients of two unipolar AlxGa1�xAs|
p-GaAs|AlxGa1�xAs (x¼ 0.509) double heterostructures mea-
sured using TCSPC. We used TCSPC for the detection because
it combines a large dynamical range and high temporal resolu-
tion. The samples were grown via metal–organic chemical vapor
deposition (MOCVD) on a GaAs substrate. Both samples
contained p-doped GaAs absorber layers with a thickness of
2000 nm and doping concentrations of NA ¼ 5� 1016 cm�3

and NA¼ 1017cm�3, respectively. The AlxGa1�xAs barrier layers
were p-doped with a bandgap of 1.92 eV and 100 nm thin.

The excitation source was the second harmonic of a 3W
pulsed ytterbium fiber laser (High Q femtoTRAIN IC-1040-
3000 YB) at a wavelength of 520 nm with a pulse width of
250 fs. The light was then filtered by a 520 nm bandpass filter
to block residuals of the lasers fundamental mode. To adjust
the laser power, a motorized linear graded neutral density
(ND) filter was used. The ND filter unit was calibrated before
the experiment by measuring the photocurrent of a spectral cali-
brated silicon photodiode (PD) (Figure 2) as a function of the
filter position. At a pulse repetition rate of 200 kHz, the maxi-
mum power at the sample position was 560 μW. The laser
was passed through a custom-made 45° mirror with a center hole
and then focused by 30mm achromatic lens (L1) (Figure 2) onto
the sample. In this configuration, the laser spot diameter was
typically around 10 μm. To increase the illuminated area, a sec-
ond lens (L2) (Figure 2) with a focal length of 200mm was added
to the beam path. This increased the spot diameter to a full width
at half maximum of 205 μm. The beam diameter was measured
by moving the edge of the wafer sample into the beam path via
the sample translation stage while recording the photodiode cur-
rent. The light emitted by the sample was collected and colli-
mated by lens L1 and directed to the detection optics via the
45° mirror, where the light was filtered by a 800 nm longpass
filter and ND filter to reduce the detector count rate to <10%
of the laser repetition rate. The optical transmission of all ND
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filters was measured directly before the experiment by using the
sample’s luminescent emission. Finally, the PL emission was
focused with a 50mm achromatic lens onto the photon counting
avalanche photodiode (Micro Photon Devices—Model MPD,
50 μm detector diameter, dark count rate < 50 cts s�1).

As a trigger source for the photon counting unit (PicoQuant
PicoHarp PH 300[29]), a small fraction of the laser beam was
focused to a fast photodiode and the electrical output was ampli-
fied by 20 dB.

While the PicoHarp counter had a built-in 16-bit histogram
mode to directly record decay curves, we had used here the more
flexible time-tagged time-resolved (TTTR) T2 mode of the
unit.[29] Trigger and photon events were recorded as individual
32-bit time tags events. Each 32-bit value encoded a time stamp
as well as channel and marker information. The measuring
mode allowed to preserve the full event history for an arbitrary
recording time with a temporal resolution of �40 ps between
trigger and photon events. As a result, the histogram dynamic
bit depth was only limited by the numerical tools used (here
64 bit) and the full-time resolution was preserved. Data recorded
in T2 mode also allowed to exclude secondary photon events
from the histogram at the analysis stage. All secondary photon
events were excluded to minimize afterpulsing artifacts of the
single-photon avalanche diode (SPAD).

For each sample, we measured five transients with an expo-
nentially increasing laser power P. Starting at the lowest possible
excitation power of our setup of around P1 ¼ 70 nW, we incre-
mented P approximately by power of 10 up to the maximum laser
power of P5 ¼ 0.6mW. The transients were measured using a
time span of 2000 ns with a total measurement time of 1000 s
per transient. After each measurement, we binned the transient
data to a temporal resolution of 0.25 ns. The experimentally mea-
sured transients all exhibited a strong excitation-dependent
shape, which could, in some cases, originate from charge carrier
separation at heterojunctions.[30–32] In our layer structure, we
could exclude the influence of charge carrier separation due to
internal electric fields on the TRPL measurements because of the

very high electron mobility of GaAs in the absorption layers
of the unipolar double heterostructures (μpn > 1000 cm2 V�1s�1).[33,34]

The axial diffusion time of excited electrons, which represented an
upper limit to the decay time in the presence of built-in fields, was,
therefore, <1 ns and would result in a much shorter decay time
than observed in the experiment.[35] In this case, the PL decay
would be dominated by the drift time of charge carriers created
within the depletion layer with a decay time in order of a few pico-
seconds. Since the experimental time resolution is �40 ps, this
would be clearly observable experimentally.

For the following optimization procedure, we used the tran-
sients starting from their maximum until the transient with
the highest initial excitation reached the noise floor. The uncut
transients and cut transients can be found in the Supporting
Information. The background counts bi were estimated by aver-
aging the noise floor at the end of each transient i. The model
described in Equation (7) can be improved by the inclusion of
experimental parameters

ℱi t,Pð Þ ¼ C̃
Iexp:max

NDi
η t,Pð Þ 1þ η t,Pð Þ½ � þ bi (9)

whereℱi t,Pð Þ represented the i-th transient of the shared kinetic
model ℱ t,Pð Þ, NDi is the optical density of the neutral density
filters used in the experiment during the measurement of tran-
sient i, and bi is the averaged background noise described above.
Further information about these parameters can be found in the
Supporting Information. We additionally rescaled the experi-
mental constant C by the maximum number of counts Iexp:max to
C̃, improving the convergence and stability of the optimization
procedure as described below.

4. Computational Methods

We developed our open-source optimization procedure[36] in
Julia. The rate-equation system Equation (6) was solved using

Figure 2. Schematic diagram illustrating the time-correlated single photon counting (TCSPC) measurement setup.
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the DifferentialEquations.jl[37] package. The optimization pro-
cesses involve two steps: a global derivative-free optimizer[38,39]

followed by a local derivative-based optimizer.[40] Because our
optimization objective involves a noisy loss function l Pð Þ, we
repeated the global optimization multiple times using random
initial conditions. To find the best optimization result, we used
the following heuristic: each global optimization was followed-up
by a local derivative-based optimizer. Afterward, the best result of
all runs was then optimized again using a reparameterized loss
function (Equation (8)) with the same local derivative-based
optimizer. We used the following reparameterization

b̃P ¼ S ⋅ bP with S ¼ diag 10− log10 bPi

� �� �� �
(10)

where bP corresponds to the best result of all prior global optimizations
and ⋅b c represents the floor function. This transformation improves
the convergence properties of the local derivative-based optimization
by drastically decreasing the condition number of the Hessian matrix
of l Pð Þ. It is also useful when calculating the confidence intervals
through the unscaled inverse expected Hessian matrix:

H bP	 
�1 ¼ S�1H b̃P	 
�1
S�1 (11)

Further information on the exact algorithms, programs, and
packages used in our method can be found in the Supporting
Information.

5. Results and Discussion

5.1. Synthetic Data Analysis

We tested our procedure on five synthetic data sets, using param-
eters inspired by the results of Gerber and Kleiman with initial
conditions achievable with our experimental setup and realistic
values for NDi and bi [see Equation (9) and the Supporting
Information]. Three of the data sets contain five transients (data
sets 1, 2, and 3), and the others contain six transients. We set the
factor Iexp:max¼ 106 from Equation (9) for all synthetic data sets and
added Poisson noise to each synthetic data set to simulate real
measurement data. We performed 25 optimization runs per data
set with 2.5� 106 iterations during each run. We used very gen-
erous bounds during all global optimizations and none in the
local optimizations (see Supporting Information), practically
making the optimization unconstrained. In the following, we will
only show the results of the synthetic data set 1. The results for

Figure 3. Simulated synthetic data set 1 with Poisson noise (colored lines) and fits (solid black lines) created with parameters from Table 1 and 2. All
displayed transients are scaled for visual clarity, i.e., shifted against each other on the log scale.
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the other four synthetic data sets can be found in the Supporting
Information.

The results for the synthetic data set 1 are shown in Figure 3.
The input and fit initial conditions and parameters can be found
in Table 1 and 2. They include the obtained fit parameters and
initial conditions, and their 95% confidence interval half widths
(CIHW) and relative errors with respect to the true parameters δ.
The uncertainty in the estimates is captured in the 95%
confidence intervals, which seem to be properly calibrated; they
contain the true parameters in almost all cases. All synthetic tests
converged close to the true parameters, indicating that the opti-
mization problem can be solved with great accuracy. The average
relative parameter error δ of the fitted parameter with respect to
the true parameters stayed below 4% for all data sets (see
Table 3).

The observed small deviations from the true parameters are to
be expected due to the stochastic nature of the simulated data
sets. We explored the quality of the synthetic data fits further
by analyzing the deviance residuals[41] in Section 5.3.

5.2. Experimental Data Analysis

The measured transients were analyzed in the same way as the
synthetic data sets with the model previously described. We
roughly estimated the expected η0 using experimental parame-
ters and the sample composition in conjunction with optical con-
stants from Ref. [42] and transfer matrix theory from Ref. [43]
(calculation details can be found in the Supporting
Information) to compare them to the fit parameters. We estimate
that the approximation of the experimental η0 was subjected to a
deviation of order 10%.

Here, we present the analysis of a single TRPL measurement
and provide the results of a further sample in the Supporting
Information (Figure S11, Table S16, S17, Supporting
Information). Therefore, we will only discuss the results of
sample 1, but all statements hold true for sample 2 as well.

The resulting fit of sample 1 is shown in Figure 4. The fit
explains the experimental data exceptionally well, showing that
the proposed model is well suited to analyze III–V semiconduc-
tor heterostructures. We explore the quality of this fit further by
analyzing the deviance residuals[41] in the following Section 5.3.

The approximated η0exp: from Table 4 agrees well with the fitted
initial conditions η0fit from Table 4, considering the uncertainty in
the experimental η0 approximation. The radiative lifetime τ0r of
sample 1 is around 1.75 times larger than the value extracted
from the measurement data of sample 2 (see Table S17,
Supporting Information), which is in good agreement with
around two times higher doping density of sample 2. The param-
eter τ1e and the associated CIHW from Table 5 indicate that the
assumed transition from the trapping state 1 to the conduction
band is either extremely unlikely or not present. Previous
analysis methods of TRPL transients would fit a transient
at low excitation levels with a monoexponential model
ℱmonoðA, τeffmono, b, tÞ ¼ A ⋅ expð�t=τeffmonoÞ þ b in terms of an
effective charge carrier lifetime τeffmono and an unspecified con-
stant A.[44,45] Using our introduced framework, it is now possible
to decouple τeffmono into basic recombination and trapping
lifetimes, meaning that

1
τeffsum

¼ 1
ϕτ0r

þ 1
τ0nr

þ 1
τ1t

þ 1
τ1e

þ 1
τ1d

þ 1
τ2t

. (12)

To illustrate and test this feature, we fitted the transients of
both sample measured at the lowest laser pulse power by
minimizing Equation (8), substituting λi,j Pð Þ with

ℱmonoðA, τeffmono, b, tÞ. The resulting fits can be found in the
Supporting Information. For sample 1, we calculated an effective
lifetime through Equation (12) of τeffsum ¼ 6.30� 0.01 ns and the
monoexponential fit yielded τeffmono ¼ 6.06� 0.03 ns. These
results show that the effective lifetime can be a misleading per-
formance indicator for minority charge carrier semiconductor
devices because the SRH lifetime τ0nr (see Table 5) is large com-
pared to both τeff , which are dominated by the trapping lifetime
τ1t. The trapping transitions, however, barely influence the device
performance under continuous illumination, making the SRH
lifetime the major performance indicator, which is not well
represented by the effective lifetime. The r value of the SRH

Table 1. Initial conditions η0true and η0fit used to create the noisy synthetic
data set 1 and fits in Figure 3, respectively.

Transient 1 2 3 4 5

η0true 4.00� 10�5 4.00� 10�4 4.00� 10�3 4.00� 10�2 4.00� 10�1

η0fit 4.02� 10�5 4.00� 10�4 4.00� 10�3 4.00� 10�2 4.00� 10�1

CIHWð95%Þ 4.25� 10�6 4.23� 10�5 4.21� 10�4 4.11� 10�3 3.37� 10�2

δ [%] 0.40 0.09 0.01 0.11 0.07

Table 2. Synthetic input parameters ptrue and fit parameters pfit used to create the noisy synthetic data set 1 (colored lines) and fits (black lines) displayed
in Figure 3. All time constants τ are given in ns, while the other parameters are dimensionless.

ϕτ0r τ0nr r τ1t τ1e τ1d α τ2t β C
�

ptrue 175.00 350.00 20.00 20.00 800.00 250.00 70.00 60.00 110.00 1.00� 103

pfit 175.00 355.00 19.39 19.90 808.00 250.00 69.30 61.10 111.00 9.99� 102

CIHW 8.58 42.20 4.22 0.26 11.90 1.20 6.87 2.03 12.90 1.06� 102

δ [%] 0.16 1.42 3.05 0.70 0.99 0.14 1.04 1.89 1.13 0.12

Table 3. Average relative parameter errors for each synthetic data set.

Data set 1 2 3 4 5

δ [%] 1.9143 3.8032 3.4968 0.8204 0.7549
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recombination term (see Equation (5)) lies within the range given
by Gerber and Kleiman and most likely hints at the presence of
EL2 defects.[46] The estimated effective density of states of the
metastable deep trapping levels is higher than the typical value
found in the literature for EL2 defects in GaAs/AlGaAs hetero-
structures[47]: N2 ≥ 5� 1013 cm�3. Therefore, it is reasonable to
assume that multiple deep-level defects contribute to N2,
weighted by their capture cross sections. Assuming
quasi-equilibrium boundary conditions, we can use ρ1 ¼
NC=V expð�jE1 � EC=Vj=kBTÞ and ðτ1t=τ1eÞ ¼ ðρ1=N1Þ to

Figure 4. Processed measurement data from sample 1 (colored lines) and fits (black lines) created with parameters from Table 4 and 5. Transients are
ordered by the magnitude of their initial excitation with a laser pulse of power P from bottom to top (P ∝ η0). All displayed transients are scaled for visual
clarity, i.e., shifted against each other on the log scale.

Table 4. Laser pulse power P, experimental approximation of the initial
conditions η0exp:, fitted initial conditions ηfit, and 95% confidence
interval half-widths CIHW of ηfit for sample 1.

Transient 1 2 3 4 5

P½μW� 6.94� 10�2 6.95� 10�1 6.96 6.95� 101 6.21� 102

η0exp: 8.91� 10�5 8.92� 10�4 8.93� 10�3 8.92� 10�2 7.97� 10�1

η0fit 9.81� 10�5 9.77� 10�4 1.09� 10�2 9.51� 10�2 7.46� 10�1

CIHW 6.14� 10�6 6.04� 10�5 6.69� 10�4 5.45� 10�3 3.30� 10�2

Table 5. Model parameters pfit and 95% CIHW for sample 1. All time constants τ are given in ns, N1, and N2 in cm�3. The other parameters are
dimensionless.

ϕτ0r τ0nr r τ1t τ1e τ1d N1 τ2t N2 C̃

pfit 253.00 385.00 30.77 6.85 437000.00 1190.00 1.91� 1014 189.00 8.78� 1014 1.10� 104

CIHW 7.03 14.10 4.30 0.02 72700.00 10.00 1.17� 1013 0.68 4.63� 1013 6.82� 102
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calculate the band offset jE1 � EC=Vj between the trapping level 1
and the majority band through the following Equation (13)

jE1 � EC=Vj ¼ �kBT ln
τ1t N1

τ1e NC=V

 !
(13)

With the effective density of state NC=V from Blakemore[48] and
kBT ¼ 25.7 meV, we obtained a very large value for
E1 � EV ¼ ð0.5623� 0.003Þ eV. This indicates that the assumed
trapping level 1 is actually not shallow, which would also explain
the extremely large τ1e. One can nowmake an educated guess using
the data from Sze and Irvin[33] that our sample may have had some
exposure to iron during its preparation. It could also be possible that
the trapping state 1 stems from donor levels.[33] These guesses still
need to be validated through additional measurements.

As a final point, one needs to discuss the interpretation of
SRH lifetime in our model in presence of the two additional
trapping states; Gerber and Kleiman showed that two different
trapping states are needed to explain the data at low excita-
tions.[13] For this reason, we have also built our model with

two trapping states and achieve good results as presented.
This can be motivated by the following observations. The
SRH model does not include the time-dependent trap dynamics.
The SRH lifetime[11] at low excitations simplifies to a constant
lifetime. Furthermore, the SRH model just captures the excita-
tion dependence of one trapping state deep inside the bandgap.
Trapping state 1 allows for detrapping, which is not included in
the SRH model. The inclusion of trapping state 2 is debatable,
but introduced trapping states are included to aid the constant
SRH lifetime at low excitations through their explicit inclusion
into the rate equations, thereby gaining a time-dependent trap
dynamic. In this sense, the trapping state 2 can be thought of
as an extension to the SRH model at low excitations. From
the point of view of a theoretical physicist, the main difference
between trapping state 2 and the SRH recombination is that trap-
ping state 2 can be saturated, while the SRH does not saturate in
the presented parameterization. The authors believe that the
SRH lifetime can still be interpreted in the same way as before
when comparing different materials, as it can be regarded as an
additional third trapping state, but this aspect should be further
investigated in future publications.

(a) (b)

Figure 5. Residual analysis for synthetic data set 1: a) deviance residuals Di,j for each time tj and each transient i. Except for discretization effects at low
intensities (large times t), we see white noise in these plots. b) Q–Q plot for the quantiles of our residuals compared with those from the standard normal
distribution. As expected, one obtains more or less straight lines. Deviations at the lower and upper ends are attributed to discretization effects for low
intensities.
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5.3. Residual Analysis

In addition to modeling, an easily accessible method for the

validation of the used model ℱ t, bP	 

is desirable. One easy to

implement possibility to do such a validation is to perform a resid-
ual analysis. Therefore, the deviance residuals[41] Dðtj, ρ0i Þ for the
Poisson distribution are computed, meaning that every count Ii,j
of the transient i at time j is compared to the prediction of that

count in the model λi,j bP	 

. The residuals are calculated via

Di,j¼ sgn Ii,j�λi,j bP	 
	 
 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 Ii,j log

Ii,j

λi,j bP	 

0@ 1A� Ii,j�λi,j bP	 
	 
24 35

vuuut
(14)

taking the nonconstant variance of the Poisson distribution
through the log-likelihood into account. If modeled correctly, one
would expect that the deviance residuals follow an approximate

standard normal distribution at least in the case of high intensities.
For low intensities (large times t), this will not be the case due to
the discrete nature of the Poisson distribution.

We conducted a standard residual analysis for the five syn-
thetic and two experimental data sets introduced previously.
Therefore, we checked whether the distribution of the deviance
residuals changes by plotting them as a function of time. Except
for discretization effects in the regime of low intensities, one
would expect to see white noise in these plots. In addition, we
investigated how closely the distribution residuals resemble a
normal distribution using quantile–quantile (Q–Q) plots, com-
paring the sample quantiles of the residuals with those from
the standard normal distribution. In these figures, one would
expect a linear relationship, indicating that the residuals follow
a normal distribution. It becomes clear that this is fulfilled rea-
sonably well (see Figure 5 and 6). However, discretization effects
become visible as discrepancies from the linear curve at the lower
and upper ends.

The residual plots for the synthetic fits show the expected
behavior (see Figure 5a), i.e., white noise except for discretization

(a) (b)

Figure 6. Residual analysis for sample 1: a) deviance residuals Di,j for each time tj and each transient i. Due to discretization effects at low intensities
(large times t), we see a deviations from the expected white noise in these plots. In addition, we observe for low t, i.e., high intensities, a slight misfit in the
models. b) Q–Q plot for the quantiles of our residuals compared with those from the standard normal distribution. We expect and mostly see straight
lines. Deviations at the lower and upper ends are attributed to discretization effects for low intensities and a slight misfit in the models for low t, i.e., high
intensities.
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effects for low intensities. The Q–Q plots (see Figure 5b) display
no discernable change in the distribution of residuals. This result
is, on one hand, expected due to the good reconstruction of
parameters (see Table 3), but, on the other hand, important to
verify because of the nonlinear dependence of the intensities
on the parameters P, as well as the high dimensionality and
nonconvexity of the optimization problem involved.

In the residual analysis of the experimental fits (see Figure 6a),
we see, similar to the residual analysis for the synthetic data sets,
discretization effects in transients measured at low intensities. In
addition, we observe for high intensities, a slight misfit in the
models. This is visible, for example, in the transients 3 and 4
of sample 1, both in the residuals themselves and associated
Q–Q plots (see Figure 6a,b). We attribute this effect either to
the preprocessing of the measured data, in particular to the trun-
cation of the transients at their maximum, or to a fast relaxation
process that occurs only at higher intensities which is not
perfectly captured by the model. We note that except for these
deviations, the residuals and Q–Q plots closely resemble those
of the synthetic data.

In total, we conclude that the model and method of estimation
by MLE produce results with high goodness of fit both for the
synthetic data and for real measurement data. In future work,
one may investigate the deviations at higher intensities even
closer, further improving the fit for real measurements. The
results of the residual analysis for all individual data sets can
be found in the Supporting Information.

6. Conclusion

A general framework to analyze TRPL measurements was devel-
oped. This framework differs from common analysis methods in
such a way that a complete excitation-dependent set of TRPL
transients is fitted with a full set of rate equations simultaneously
using MLE, which takes photon statistics into account and pro-
vides an uncertainty estimate.

As a proof of concept, the method was tested successfully on
five noisy synthetic data sets and two measurements of prototyp-
ical GaAs/AlGaAs double heterostructures using a rate-equation
model inspired by the work of Gerber and Kleiman.[13] Our
framework allowed excellent fitting of the data and correctly
reconstructed the initial condition, which were validated by an
estimate using experimental parameters. Our approach allows
a quantification of the uncertainty in the estimated parameters
by confidence intervals, making a quantitative analysis of the
accuracy of the inferred parameters possible. In addition, we
show that it is possible to assess the quality of the applied physi-
cal model through a residual analysis of the fits, helping the com-
munity find appropriate models more easily.

Furthermore, we supply the community with scripts, pro-
grams, and data used in this article[36] to give everyone the oppor-
tunity to apply our method to their own measurements using
their own kinetic models. Therefore, we are convinced that
our general framework provides a powerful tool to analyze
TRPL transients for perovskite solar cells and organic semicon-
ductor using suitable models, aiding in the assessment of the
quality and properties of a solar cell absorber materials.

In the future, one could extend this model using the intro-
duced method to include surface and interface recombination
by applying it to measurement data from a set of samples with
varying absorber thickness, increasing the physical understand-
ing of the recombination dynamics of minority charge carriers in
semiconductors.

In summary, we provided a new way to analyze TRPL
measurements using a simultaneous explanation of multiple
transients via rate equation-based physical models by applying
modern statistical and numerical methods, thereby improving
future analysis of TRPL measurements drastically.

Supporting Information
Supporting Information is available from the Wiley Online Library or from
the author.
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