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Rotational twins are fundamental defects in III-V epitaxy, in particular for the growth on non-
polar (111) surfaces. Based on density functional theory (DFT) calculations, we develop a general
model for III-V nucleation on vicinal non-polar (111)-oriented substrates and focus on the important
differences in the atomic step configuration of different miscut directions. We verify this model
by a relevant materials system when growing GaP epilayers on As-terminated Si(111): Scanning
tunneling microscopy measurements reveal the formation of straight double bilayer steps after As-
passivation of the Si(111) surface, which persist after III-V growth, as we display when measuring the
buried heterointerface with cross-sectional high-resolution transmission electron microscopy. A twin
amount in the GaP epilayers is observed in dependence on the misorientation and our nucleation
model explains the underlying mechanisms: The number of back-bonds at the step edges determines
the nucleation site. Accordingly, the substrate misorientation towards [112] yields twin-suppression,
which is in full agreement with experiment. Finally, we use DFT input for Kinetic Monte Carlo
calculations to explain the formation of GaP rotational twins on Si(111):As in order to explain
their volume fraction observed by high resolution X-ray diffraction measurements. We thus derive
a complete picture of the formation and suppression of rotational twins relevant for low-defect
III-V-on-Si integration.

I. INTRODUCTION

A major challenge in optoelectronics is to combine
the advantages of III-V semiconductors with the well-
established silicon technology[1–4]. In particular, the re-
alization of low defect densities is decisive for the result-
ing device performance. The heteroepitaxy on Si(111)
is well suited to avoid antiphase disorder [5–7] and to
reduce the threading dislocation density in the III-V epi-
layers [8–11]. In addition, (111)-orientation is preferred
for novel III-V nanowire (NW)-based devices [3]. Pseu-
domorphic III-V transition epilayers can, in general, fa-
cilitate the NW nucleation and are particularly impor-
tant for vapor liquid solid growth[12–15]; for a recent
review see Ref. [16]. Such planar buffer layers were im-
plemented successfully for various III-V nanowire based
structures such as GaAs[12, 17], InP[18], InAs[19] and
GaN[20, 21]. In particular, GaP/Si(111) is a promis-
ing hetero-substrate for the integration of polar III-V
nanowires on unpolar Si substrates due to the small
lattice mismatch between silicon (a=5.43Å) and gal-
lium phosphide (a=5.45Å)[22, 23]. Furthermore, a high-
quality GaP buffer enables the integration of further pla-
nar and optical active III-V epilayers into the device ar-
chitecture [24].

Unfortunately, the formation of rotational twin do-
mains (RTDs) has to be expected during the epitaxy on
(111)-oriented substrates. These RTDs are necessarily
accompanied by twin boundaries between the untwinned
and twinned domains (defined relative to the underlying

Si substrate; cf. Fig. 1 and Ref. [25]), which we de-
note as α and β, respectively. Especially for polar com-
pound semiconductors, it can be assumed that incoher-
ent (often referred to as lateral) twin boundaries have
net charges[26] and hence a non-negligible impact on the
optoelectronic properties[27, 28]. We recently demon-
strated that these twins also have a major influence on
the surface morphology and on the subsequent growth of
nanowires [29].

So far, only few investigations concerning the twin for-
mation and suppression during epitaxy on (111)-oriented
surfaces have been reported. In particular, the influence
of different growth conditions on the twin formation and
the mechanism of defect reduction are still rather un-
clear. Furthermore, systematic differences exits between
samples grown by Molecular Beam Epitaxy (MBE) and
by Metalorganic Vapour Phase Epitaxy (MOVPE). As
an example, Proessdorf et al. observed a weak temper-
ature dependence of their RTD ratio for MBE growth
of GaSb/Si(111) [30]. In contrast, we have shown a sig-
nificant suppression of the RTD formation in MOVPE-
grown GaP/Si(111) by reduction of the nucleation tem-
perature [25].

Besides temperature, other factors have a significant
influence on the twin formation in III-V epitaxy. For
MBE growth of GaAs/Si(111), Suzuki et al. achieved a
remarkable twin reduction [31–33]: They report a strong
correlation between the final RTD ratio in the epilayer
and the substrate pretreatment and nucleation condi-
tions. In their case, the pre-evaporation of In on the
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FIG. 1: Schematic cross section of GaP/Si(111):As with twin
domains forming at the interface. Regular untwinned GaP is
shown as a stacking of red (111) planes following the ABC se-
quence of the vicinal substrate (green planes). Twinned GaP
domains are depicted as a stacking of blue planes following
a CBA sequence. Three types of boundaries occur: Coher-
ent Σ3 boundaries are separating the twinned GaP from the
substrate lattice at the interface, incoherent Σ3 boundaries
(α|β) are separating the twinned GaP domains from the un-
twinned crystallites and incoherent stacking boundaries ap-
pear between twinned domains. The latter occurs due to a
stacking shift when nucleation starts at different plateaus.

Si(111) surface (forming small InAs islands) reduces the
twin formation, while Ga pre-evaporation does not show
a comparable effect. In addition, they studied the im-
pact of the V/III flux ratio on the growth rate of GaAs
3D islands, which differs between the twinned and un-
twinned domains. The average nuclei size correlates
with the resulting twin amount. This is in line with
the improved twin suppression in the case of InAs is-
lands (In pre-evaporation), which are much smaller com-
pared to GaAs. For the MBE growth of GaAs and GaSb
on Ge(111), a twin reduction was observed through the
use of vicinal substrates[34]. Further, the polarity in
compound semiconductors seems to affect the twinning
mechanism[35, 36]. While homoepitaxial growth is much
less affected by twin formation, twinning can be a dom-
inating defect source during heteroepitaxy, especially on
unpolar substrates [37] such as Si.

The present paper investigates based on Density Func-
tional Theory (DFT) the mechanism that allows to re-
duce the twin density in III-V epilayers grown on the
technologically important As-modified Si(111). It does
this based on a detailed experimental analysis of a series
of As-modified GaP/Si(111):As heterostructure samples
(reasons for As-termination are discussed below in sec-
tion III B). All samples were grown and prepared under
identically conditions, which are optimized for this type
of system. However, they differ by the miscut angle ϕ rel-
ative to the (111) direction (<0.5◦→ nominally flat, 3◦,
6◦), miscut direction ([112] or [112]) and by nucleation
conditions during epitaxy: We varied the V/III ratio, nu-
cleation temperature Tnuc and nucleation time tnuc. The
volume fraction of the twin domains in the buffer layer,
Rβ , correlates with these conditions. For quantification
of Rβ , we used high resolution X-ray diffraction (HR-

XRD). The influence of these factors can be understood
in a unifying model which is developed in this work.

After quickly introducing the experimental procedure
in section II, we will start by developing an atomic view
of the III-V-Si(111)-interface for a flat surface in section
III. In section IV, we describe the termination of the vici-
nal Si(111) surfaces with [112] and [112] miscut directions
including their corresponding atomic step structures and
show their importance on the twin formation. We con-
tinue, in section V, to explain the experimental obser-
vations and in particular the mechanism of twin reduc-
tion in certain vicinal systems. This is achieved using a
model based on element-specific DFT-energy differences
between the possible incorporation sites for specific ad-
sorbed atoms. Kinetic aspects of this model were tested
and confirmed by Kinetic Monte Carlo (KMC) simula-
tions and are presented in section VI. KMC simulations
clearly reflect the influence of the substrate misorienta-
tion on the GaP nucleation including rotational twin for-
mation, as seen in our experimental data and explained
by our theoretical model.

II. EXPERIMENTAL PROCEDURE

The GaP/Si(111):As samples were prepared by
MOVPE, which includes As-termination followed by the
“nucleation phase” with low molar flow of Ga and P pre-
cursors and the “growth phase” with high molar flow.
The samples were characterized by HR-XRD as described
in Ref. [25]. A Philips CM12 electron microscope was
used to record high-resolution transmission electron mi-
croscopy (TEM) images of the interface between the As-
modified, regular stepped Si substrate and the GaP epi-
layer. Therefore, the electron beam was aligned par-
allel to the [110] axis. For surface analysis, described
in section IV C, the samples were transferred to our
Aarhus scanning tunneling microscopy (STM) setup by
an UHV-based shuttle [38] right after their preparation
in MOVPE environment to avoid contaminations of the
surface. In addition, X-ray photoelectron spectroscopy
(XPS) measurements were performed (after STM) to
confirm the absence of contaminants such as oxygen, ni-
trogen or carbon on the surface within the limits of de-
tection.

III. FLAT INTERFACES

In heteroepitaxy, the nucleation phase is generally cru-
cial for the crystal quality of the entire layer. The struc-
tural details (including defects) of the nucleation layer
strongly affect the following growth. The strong correla-
tion between nucleation conditions and the resulting Rβ
observed in GaP epilayers[25] result from twinning close
to the interface. Hence, we start the discussion of twin
formation on vicinal substrates with a short summary of
what is known about the corresponding flat interface.
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Arsenic-free GaP/Si(111) interfaces have been studied
before both experimentally and theoretically. Aspects
relevant to this work will be highlighted in the paragraph
III A below. Less is known about the atomic structure
of As-modified GaP/Si(111):As interfaces. Therefore, we
present new results from our studies in the subsequent
paragraph III B.

A. Flat As-free GaP/Si(111) interface

Typically, a thermal treatment of Si(111) substrates
(1000 ◦C, 30 min) under H2-atmosphere is used in
MOVPE to obtain an oxygen-free silicon surface, that
is H-terminated with a (1×1) reconstruction.[39] In
Ref. [40], we studied theoretically, which atomic struc-
tures of As-free interfaces between Si(111) and GaP are
thermodynamically stable. The formation energies of
such structures as a function of the chemical potential
were calculated by DFT for interface models with a (2x2)
as well as a c(4x4) unit cell. In this investigation, the elec-
tronic compensation at heterovalent interfaces was real-
ized by a variation of the atomic stoichiometry within at
most two layers at the interface. In case of an A-type po-
lar GaP epilayer, which is observed for nucleation on H-
terminated Si(111), the abrupt Si-P interface was found
to be energetically stable under P-rich nucleation con-
ditions, while a “mixed-compensated” interface is more
favorable under Ga-rich conditions. For a B-type po-
larity in the As-free GaP/Si(111) system, an atomic in-
termixture at the interface is energetically favored and
expected over the entire chemical potential range. At
any temperature present in experiments, gains in entropy
by intermixing are too small to outweigh the energetic
differences[41].

B. Flat As-modified GaP/Si(111) interface

Experimentally, the atomic structure of the flat As-
terminated Si(111) surface has been investigated in de-
tail. By cooling down the Si wafer from ∼ 800◦C in
presence of As-species, the Si top layer is replaced with
As forming a stable (1x1) reconstruction [24, 42–47].

Growing GaP on Si(111):As could lead to an interface
that is not atomically sharp, due to the compensation of
interface charges. The element-specific atomic configura-
tion is at this point not known experimentally. There-
fore, we resort to a first-principle investigation and cal-
culate the stability of several corresponding mixed inter-
faces. We consider Ga-Si-mixtures near the As layer on
top of Si(111). In particular, we study the four selected
GaP/Si(111):As configurations, shown in Fig. 2. In our
DFT calculations, we used ≥ 12Å of vacuum above and
14 bilayers of Si below the interface. We used the PBEsol
functional, which is optimized for solids. Further DFT
parameters, difference between abrupt and H-terminated
interfaces, etc. are given in the App. (A 1 and A 2).

Iα Iβ IIα IIIα IVα

reference 0.05 eV
nm2 34.89 eV

nm2 8.50 eV
nm2 34.74 eV

nm2

FIG. 2: Segments of the considered GaP/Si(111):As inter-
faces and their interface energies ∆γtot (definition in main
text) compared to the reference structure Iα. The following
color-coding is used throughout this manuscript: Si atoms are
blue, As is red, Ga is green and P is yellow. The difference
between Iα and Iβ is the position of the P: α continues the
normal stacking from the Si below, while β contains P in cis-
configuration, starting a stacking change. For the remaining
structures IIα - IVα as described in the text, we only show the
α configuration, as all β-configurations only differ in the top-
most P positions and differences in ∆γ are negligible. Note
that for clarity, we only show the interface region of the cal-
culated structures. The actual unit cell contains additional
vacuum, Si and hydrogen passivation layers.

The studied structures I and II (see Fig. 2) have pris-
tine monolayers near the As layer, while III and IV con-
tain mixed Si-Ga layers, which are modeled with periodic
(2×2) cells. We consider III, because it fulfills the Elec-
tron Counting Model[48], which provides a chemistry-
inspired heuristic guide to estimate the stability of cer-
tain atomic arrangements. Structure IV has been sug-
gested in the literature for the GaAs/Si(111) system[41].
Configurations α and β differ in the position of the top-
most drawn P and the resulting stacking order, where the
untwinned and twinned GaP domains originate, respec-
tively. For all configurations, the difference in interface
energies between α and β is lower than 0.45 eV

nm2 , which
is comparable to stacking fault energies[49], and is a first
explanation why twins form easily. Our DFT calcula-
tions show that configuration I (essentially a monolayer
GaAs between Si and GaP) is energetically preferred over
the other considered interfaces by several eV

nm2 (numbers
given in Fig. 2).

For the question of thermodynamic stability, one can-
not directly compare the obtained interface energies,
when the respective structures differ not only in the
atomic arrangement, but also in the number of atoms
per species (NSi, NP, NGa). In such cases, it is necessary
to consider the interface energies ∆γ depending on the
chemicals potentials, µi, of the involved atomic species.

∆γ A = Etot −
∑
i

µiNi (1)

As it has been spelled out in Ref. [40], this leads in the
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present case to

∆γ A = Etot − µbulk
GaPNP − µbulk

Si NSi︸ ︷︷ ︸
∆γtot A

−∆µP(NP −NGa)

(2)
where ∆µP = µP − µbulk

P . Remembering the standard

enthalpy of formation Hf
GaP = µbulk

GaP − µbulk
Ga − µbulk

P , the

thermodynamically allowed range is Hf
GaP ≤ ∆µP ≤ 0.

The DFT values for µbulk
Si = −5.747 eV and µbulk

GaP =
−9.865 eV (per formula unit) were calculated using the
same functional and kinetic energy cutoff as the slab for a
diamond and zincblende structure, respectively. We used

the literature value Hf
GaP = −0.91[50]. Within the entire

range (thus both for Ga- and P-rich regimes), structure
I remains the preferred one. We conclude that when-
ever Ga can exchange with Si below the As, the Si(111)
substrate will be connected to GaP by a single GaAs
layer. Since growth always happens under P excess in
standard MOVPE based III-V growth experiments, it is
useful to compare the values for ∆γ at ∆µP = 0 (the P-
rich regime), in which case ∆γ equals ∆γtot (the respec-
tive values are given in Fig. 2; values for β configurations
differ by a negligible small amount).

Note that all considered configurations are of B-type
polarity, which means that P→Ga instead of Ga→P
bonds are realized along the [111] direction. The ex-
perimental observation that As-modification of the inter-
face enforces this polarity[24] can be explained by a sim-
ilar DFT slab calculation: The ordering Si–GaAs–GaP
is energetically preferred over Si–GaAs–PGa by about
3.17 eV/nm

2
, i.e. 420 meV per atom, which is much

higher than kBTnuc ≈ 50 meV. Qualitatively, the same
statement can be made for abrupt Si:As interfaces (like
case II in Fig. 2), see App. A 2 for details.

For a better understanding of the nucleation process,
we have further calculated the so-called spreading pa-
rameter S = γSiGaAs/vac − (γSiGaAs/GaP + γGaP/vac) for
the (111) surface from two slab calculations. We obtain

γSiGaAs/vac = 19.35 eV/nm
2
, (γSiGaAs/GaP + γGaP/vac) =

21.85 eV/nm
2

and thus S = −2.50 eV/nm
2
. The sign

(S < 0) indicates 3D nucleation in the initial growth
phase, because GaP energetically prefers to create a GaP
layer on preexisting GaP rather than on Si-GaAs (struc-
ture I in Fig. 2). The same is true for the abrupt
Si(111):As structure II. In a recent study concerning
GaP epitaxy on Si(111) without an intermediate buffer
layer, a comparison of the surface energies suggest a
Volmer-Weber growth mechanism[51], which is consistent
with our results.

IV. ATOMIC STEP CONFIGURATION

In the following, we discuss the atomic step configura-
tion of vicinal As-terminated Si(111), which we show to
be crucial for III-V nucleation as well as for twin forma-
tion.

A. Steps on pristine Si(111)

Vicinal Si(111) has fundamentally different step con-
figurations depending on the miscut direction.[52] For
hydrogen-terminated pristine Si surfaces, they are known
as monohydride (MH) and dihydride (DH) steps, oc-
curring for miscuts along [112] and [112], respectively.
These names originate from the fact that a Si atom at
the edge of a MH (DH) step has three (two) backbonds
to the Si crystal lattice, while one bond is (two bonds
are) facing away from the step and saturated with hydro-
gen. Because we consider arsenic- instead of hydrogen-
terminated surfaces, we use a more general notation in
this work, which is independent of termination and also
valid when hydrogen is replaced with another element.
Accordingly, steps after miscut along [112] are referred
to as triple backbond steps (TBBS) and steps after mis-
cut along [112] as double backbond steps (DBBS).

Note that DH steps can be further distinguished be-
tween vertical and horizontal DH steps[52]. The for-
mer are, however, not stable under As treatment (due
to “overhanging” As)[53]. We therefore only consider
the horizontal type in this work. Due to the 3-fold sym-
metry of the (111) surface, both step configurations pos-
sess three equivalent propagation directions (〈112〉 and
〈112〉 for TBBS and DBBS, respectively). Other sub-
strate miscut directions lead to a combination of the two
step configurations on the surface.

Vicinal, pristine Si(111) substrates with a miscut >2◦

react under thermal treatment different for each mis-
cut direction[54–56]: TBBS tend to step bunching[57–59]
(and thus lower step density and larger plateau width),
where the number of energetically unfavorable step edges
are reduced and bunched steps across several layers form
another stable (111) crystal plane. For DBBS, the stabil-
ity decreases with the step height and hence in most cases
a higher density of single bilayer steps is realized[60]. The
actual realized step configurations may depend on kinetic
factors such as a time-dependent temperature gradient.

B. Steps on As-terminated Si(111)

As-modified Si(111) surfaces show quite different step
structures: The thermal treatment of Si(111) in the pres-
ence of As-species in the reactor has been shown to en-
force large-scale structural rearrangements of the vicinal
Si(111) surface and its step structure[61, 62]. If the ar-
senic coverage exceeds 0.15 – 0.2 monolayers, double bi-
layer steps occur for both step edge orientations. A pref-
erence for As adsorption at step edges has been suggested
as possible cause of the double bilayer formation[61].
This might lead to an electronically stabilized As-As con-
figuration at the double bilayer steps.

Under sufficiently high As background pressure, the
equilibrium surfaces are uniformly stepped and provide a
reproducible starting condition for subsequent III-V epi-
taxy. If the equilibrium state during this As-passivation
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process is not reached (due to fast temperature changes,
pressure ramps, etc.), also metastable structures with
mixed step heights and facet formation can occur. In
addition, also the presence of adatoms, or the formation
of clusters or islands on the As-passivated surface was
reported[53, 63, 64].

Chemical passivation of the step edges is also very
likely during the As-termination of the vicinal Si(111)
surfaces[65]. Such step passivation by As-termination
will reduce the incorporation probability of adatoms,
which may explain the prevalent formation of small is-
lands. The presence of excess Si on top of the As-
monolayer stemming from a Si-As exchange process
seems to be a common explanation for the source of
adatoms. Antons et al.[53] performed ab initio molec-
ular dynamics calculations showing that for vicinal As-
terminated Si(111) TBBS are energetically favored over
DBBS. In both cases As–As bonds at the step edge are
more stable than Si–As configurations. Even though
these calculations were done for single bilayer steps, they
strengthen the assumption of a very stable As–As step
configuration, which influences the overall step forma-
tion. In other words, a complete As coverage of Si is
plausible. Hitherto, the exact atomic structure of steps
in the Si(111):As system has not been experimentally
verified.

C. Experimental results

Since the step configuration is important for nucle-
ation, we have performed STM and HR-TEM experi-
ments to determine their structure (see results in Fig.
3). We observe mixed step heights and facet formation
for H-terminated Si(111) with 3◦ miscut in [112], while
miscut in [112] results in a smooth surface with parallel
single bilayer steps (average plateau width ∼6 nm). Both
results are in line with the reported literature [57–60].
For As-modified Si(111), the STM measurements yields
regular stepped surfaces for both miscut directions with
an average plateau width that is consistent with double
bilayer step: we measure a width of 12 nm matching the
calculated width 2 a√

3 tanϕ
at the present miscut angle of

ϕ = 3◦. This STM results confirm the conclusions of
Ohno et al.[61, 62], who investigated the step formation
of vicinal Si(111):As by LEED beam profile analysis. We
emphasize that we generally do not observe step bunch-
ing at our As-terminated surfaces – even for miscut along
the [112] direction.

Samples with miscut in [112] show a noticeable and
reproducibly higher density of adatoms or clusters on
the Si(111):As surface compared to vicinal Si(111) in
[112]. The incorporation of adatoms seems to be more re-
duced in case of As-passivated TBBS compared to DBBS.
This is plausible since a DBBS has less atoms per area
at the step edge allowing for an easier incorporation of
adatoms. Compared to the reported island formation
[53, 63, 64] for UHV/MBE based surface preparation,

FIG. 3: Step structures of MOVPE prepared Si(111) sur-
faces. (a) STM measurement of As-free Si(111):H interface
with 3◦ miscut in [112] shows the formation of a step-bunched
surface with mixed step heights after thermal deoxidation
under H2 (bias voltage: +1.25 V for samples without As;
+1.44 V for samples with As). With thermal treatment un-
der TBAs, a regularly stepped surface with double bilayer
steps is observed. Also after GaP growth, HR-TEM measure-
ments show the same stable, regularly arranged double bilayer
steps. Here a GaP twin domain (lattice orientation marked
in green) is observed above the step edge (TBBS type). (b)
The Si(111):H surface with 3◦ miscut in [112] shows regu-
larly arranged bilayer steps (STM), which rearrange during
As-termination to double bilayer steps. HR-TEM measure-
ments of the GaP/Si(111):As interface confirm the presence
of double bilayer steps (2x bl) after GaP growth also for this
DBBS step type. Here no twin formation close to step edges
is observed. For ease of comparison, all STM images have the
same lateral dimensions.

our experiments reveal much smaller structures. This can
be explained by a more effective desorption of adatoms
in the MOVPE environment (high, constant hydrogen
flow). After transfer from STM, XPS detected no con-
taminants on any of our samples, but only Si and As.
While adatoms below the detection limit of XPS could
still be present, it is plausible that the adatoms seen in
STM are Si stemming from the Si-As exchange process
during As-termination. This observation might be of in-
terest because, to the best of our knowledge, the poten-
tially influence of such clusters on the subsequent III-V
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nucleation has not yet been studied in the literature.
Under the experimental conditions present in our

MOVPE reactor, double bilayer steps also prevail after
subsequent GaP nucleation and growth, as illustrated by
HR-TEM in cross-section images in Fig. 3. In case of
Si(111):As with TBBS ([112], Fig. 3(a)), twinned struc-
tures close to step edges are observed, which are not rep-
resentative for GaP/Si interfaces with DBBS (Fig. 3(b)).

D. Impact of steps on twin formation

If we keep all growth conditions (cf. experimental pro-
cedure in Ref. [25]) constant but only alter the miscut
direction, we only change the atomic step configuration
at the GaP/Si(111):As interface. Experimentally, this
alone has a significant, reproducible effect on the macro-
scopic volume fraction of twins Rβ (cf. Fig. 4). For
substrates with nominally no miscut (<0.5◦) the surface
step density is very low. Accordingly, the GaP nucleation
mainly takes place on the flat (111) surface and is there-
fore significantly less affected by steps. In this case, our
experiments show a high twin volume-fraction of ∼ 43%,
which is in line with the low energy difference between
α and β configurations (cf. Fig. 2). By increasing the
step density (e.g., due to a substrate miscut ≥3◦), the
step configurations become more and more relevant for
nucleation. In case of DBBS, a considerably suppression
of RTD formation is observed. In case of TBBS, a no-
ticeable reduction of the RTD volume fraction is visible
from a substrate miscut of <0.5◦ to 3◦. If the step density
is further increased (substrate miscut 6◦), the twin for-
mation becomes stronger. The experimental data show
that the different step types have an unequal effect on
the twin formation during III-V nucleation. A reduc-
tion of the Tnuc and tnuc also strongly enhances this step
induced effect. The following DFT calculations should
help to understand this unexpected large influence on
twin formation through comparably small changes in the
experimental parameters.

V. MODEL FOR NUCLEATION AT STEPS

A. DFT results

We took the experimental findings as starting point
to build a corresponding atomic model reproducing in
particular the As-terminated bilayer steps. These are
summarized in the sketch Fig. 5 for both miscut direc-
tions. In our model, we build on the observation[53] that
As-As bonds at the top of the step are stable edge config-
urations. We have therefore fixed the top edge atoms as
As-As in our calculations (in principle, we do not exclude
other elements in the respective atomic positions, but for
the DFT calculations we are limited to a small variety of
configurations). Since the exact atomic configuration of

0◦ 3◦ 6◦
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

“TBBS”

“DBBS”

miscut angle ϕ

R
β

<0.5◦, 460◦C, 15min

[112], 460◦C, 15min

[112], 460◦C, 15min

[112], 420◦C, 7.5min

[112], 420◦C, 7.5min

FIG. 4: HR-XRD analysis: RTD fraction Rβ depending on
miscut angle for different nucleation temperatures and nucle-
ation times given in the key. The red diamond marks a nom-
inally flat surface. Orange and blue symbols mark the [112]
and [112] direction, respectively. The darker arrows show
the influence of increased miscut angle. The lighter arrows
highlight the effect of a lower nucleation temperature Tnuc
combined with shorter nucleation time tnuc.

the experimentally observed double bilayer steps is un-
known, we have calculated several atomic variations con-
cerning the lower edge atom (marked by crossed, purple
atoms in Fig. 5). In particular, we performed calcu-
lations for Si, As and Ga at this position. Bearing in
mind our DFT results for the GaP/Si(111):As interface
(cf. Fig. 2), we consider now both the abrupt interface
and the case of a Ga layer below the As. It is conceivable,
but controversial, that an energetically driven exchange
process with Ga takes place before a noticeable GaP nu-
cleation. Nevertheless, to consider this aspect and to re-
veal potential influences on our model, we also calculated
binding energies for Ga/Si modifications in the layer be-
low As (marked by grey atoms in Fig. 5). Details and
energetic differences are given in the App. A 3.

Strikingly, there is one result common to all atomic
configurations concerning the binding energy of a phos-
phorus (P) atom to the bilayer step: It is always energet-
ically favored (by 0.4 eV to 1.2 eV per atom) that P takes
a position where it binds to two step atoms rather than
to just one. This seemingly trivial observation has the
consequence that a P atom at a DBBS will continue the
underlying Si lattice and thus nucleate in an α position,
while a P atom at a TBBS has its energetic minimum in
a β position and is able to start a twinned GaP nuclei:
This already explains why, ceteris paribus, a substrate
miscut along [112] results in a higher Rβ than a miscut
along [112] – see Fig. 4.
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FIG. 5: Fundamental atomic structure of As-terminated
Si(111) with double bilayer step configuration in both crystal-
lographic directions (TBBS related to [112], DBBS to [112]).
For DFT calculations of the GaP nucleation a large number
of variations of atomic configurations was used (see App. A 3

B. Likely nucleation order

The model we propose to predict likely outcomes of
nucleation at steps is based on the following observations:

1. P adsorption is generally more likely than Ga ad-
sorption, as long as growth happens under a large
excess of P (Ga adsorption rate limits the overall
growth rate). We calculated (see App. A 3) that
this is even true at step edges, also in the case of
As as edge atom.

2. If nucleation starts at a step (generally favored over
plateau sites), P adsorption and diffusion is more
likely to end at a position where P is bond to two
atoms rather than just one (our DFT results).

3. While atoms in bulk III-V material forms four
bonds, the group-V elements As and P can gen-
erally form up to five bonds.

4. Ga binds to P more likely than to As (known, e.g.,
from calculated interface energies).

We also assume that despite some surface stress, the dis-
placement of the adatoms is small enough so that they
can still be assigned to their lattice positions. We have
confirmed this with DFT calculations (allowing for lat-
tice relaxation) and remark that this is plausible due to
the small lattice mismatch between Si and GaP.

We shall argue now that these rules suggest a specific
path of nucleation events. A subsequent internal reorga-
nization of the lattice is, of course, possible, but less likely
after additional layers have grown on top, because such
a reorganization would require a collective movement of
many atoms. For clarity, we describe in detail one partic-
ular path on As-terminated Si with double-bilayer steps
as starting point. Note that the general argument on
how TBBS has a tendency to form β configurations is
also valid for different step heights and edge atoms (Si,
Ga and even As, see App. A 3). The illustrated configu-
rations in Fig. 6 + 5 only represent our DFT calculations.

We do not exclude several additional atomic variations
at the steps.

FIG. 6: Outcome of likely GaP nucleation scenarios: (a) Nu-
cleation at a double bilayer step with DBBS configuration.
At DBBS, only α-GaP nuclei form. Hence, twin formation is
only possible on a plateau. (b) Nucleation scenario at a dou-
ble bilayer step with TBBS configuration. TBBS enforces α-
GaP “below” and potentially β-GaP “above” the step. Hence,
twin formation is possible on plateau as well as on upper step
edges).

At DBBS, this model predicts the nucleation of an α
domain both below and above the step. For an illustra-
tion, see Fig. 6(a). Note that bonds appearing “short” in
projection actually correspond to two bonds, which are
inclined relative to the drawing plane. Bonds appearing
“long” are parallel to the drawing plane. Everything be-
low the black line is assumed to already exist before the
nucleation of GaP on top. According to the above model,
a new P atom (labeled “1” in Fig. 6(a)) will bind at the
edge of the step and connect to two As atoms, where
its binding energy is between 0.47 eV and 3.00 eV more
advantageous than on the As-terminated plateau. The
values depend on the atomic step configuration, differ-
ent variants are listed in the App. A 3. Next, Ga atoms
will be bond (labeled “2” in Fig. 6(a)) and the next P
adatoms (“3”) will then take a position where there are
bonds to two Ga atoms (as can be seen by “short” Ga–P
bonds). By this process, the Si lattice of the substrate is
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continued into GaP, thus DBBS enforces the nucleation
of an α-domain (both below and above the step). This
explains the decreasing Rβ with increasing miscut angle
(0◦ → 3◦ → 6◦ in Fig. 4) in the experimental data along
[112] as this is accompanied by an increased DBBS den-
sity, which decreases the plateau width and thereby the
twin nucleation possibility.

At TBBS, the situation is different and more complex,
see Fig. 6(b). P adatoms (after adsorption and diffu-
sion) also bind to two As atoms at the step (labeled “1”
in Fig. 6(b) with “short” As–P bonds). The key differ-
ence to DBBS is that for TBBS, this corresponds to a
β position that does not continue the substrate’s lattice
orientation. Subsequently, the Ga bonds at position “2”,
where it is connected to three P atoms, which only allow
for the next P atom to bind at position “3”. Nucleation
will then continue sidewards by Ga at position “4” (pre-
determined through the As below), P atoms at positions
“5” binding to two Ga atoms, a new Ga at “6” binding to
three atoms, and so forth. We have marked the process of
growing sidewards until “9”. Eventually, Ga and P will
absorb above the TBBS (or diffuse there) and finally bind
at positions “10”, “11” and “12”, where the P at “11”
has four bonds to the Ga below. Since “10” and “12”
already have three bonds, the next P atoms binding to
them (“13” and “14”) can only be in the shown positions
(connected by “long” bonds). In this way, an α-domain
will grow from below TBBS (in 6(b) on the left of the
step edge), while a β-domain is allowed to form above
the step (in 6(b) on the right of the step edge). When
the α and β nuclei grow, they will eventually result in
an incoherent α|β twin domain boundary. By atomic re-
organization, this boundary can shift laterally and, e.g.,
expand the β domain and thereby form an additional co-
herent twin boundary parallel to the (111) plane – as it
is visible in our HR-TEM image (3(a)). Note that nucle-
ation below the step is energetically preferred, so we can
expect TBBS to create a tendency towards more α than
β, i.e. with lower Rβ than on a flat plateau. Indeed,
in Fig. 4 we see a reduced Rβ for 3◦ miscut along [112]
compared to the flat substrate.

The above argument holds as long as nucleation starts
with P adatoms binding at the TBBS. If, on the other
hand, there already is a GaP lattice growing on the lower
level near the TBBS, then a mobile P atom in that region
gains more energy by continuing that GaP lattice. This
situation may arise, when, e.g., nucleation starts on the
plateau or when the β-domain above one TBBS grows
towards the next TBBS edge further above. The latter
process is more likely if the plateau width is smaller, i.e.
we can expect a high Rβ for larger miscut angles along
[112]. Indeed, Fig. 4 shows this trend for 6◦ miscut along
[112].

Based on our experimental findings, we have detailed
our nucleation model for double bilayer steps. Still, the
general preference of α and β at DBBS and TBBS is also
valid for single bilayer steps: Starting with a configura-
tion analogously to Fig. 6, but with single bilayer steps,

the above arguments can be repeated almost verbatim,
because TBBS prefer β configuration in any case.

As pointed out above, a complete As-termination is
plausible and was assumed for the calculations. Consid-
ering that the P-Si binding energy can be higher than
the one of P-As (see App. A 3), one could in principle
imagine an exchange reaction at the step of Si and the As
atom adjacent to P atom “1”. Such a Si atom would only
cause an even stronger bond and not change the order of
subsequent adsorption (of Ga atoms “2” and “4”, etc.).

As intermediate summary, we have established a qual-
itative explanation for the influence of miscut direction
and miscut angle. The described nucleation scenario in
detail might just be one out of many, but it agrees very
well with our experimental findings and the basic mecha-
nism (TBBS: twin formation allowed, due to the energet-
ically favored β-position; DBBS: twin formation at step
edge not viable) consistently describes many aspects and
variations.

VI. KINETIC NUCLEATION MODEL

In this section, we extend our modeling and propose
an explanation for the influence of nucleation time and
temperature. We first remark on the connection between
nucleation patterns and volumetric data (Rβ).

A. From nucleation to volume data

Using DFT, we calculated the interface energy between
GaP α and β-domains. Whenever α grows on top of a β
domain in [111]-direction (and vice versa), this stacking
change creates a coherent Σ3 interface[66] with an en-

ergy of only γcoh = 0.10 eV/nm
2
. On the other hand, an

incoherent Σ3 twin boundary between α and β-domains
requires a much larger energy between γinc ≈ 7.1 eV/nm

2

and γinc ≈ 8.4 eV/nm
2

according to DFT calculations.
The value mainly depends on the exact crystallographic
direction of this incoherent boundary. An α-domain can
grow over a nucleus in β configuration (and vice versa),
thereby eliminating the grain boundary along the circum-
ference p of the β-nucleus. However, this requires energy
γcohA proportional to the lateral area A of the nucleus
for a stacking change. Since the area A = b r2 grows one
power faster than the circumference p = c r (for some ge-
ometric constants b and c), we can expect from energetic
considerations that small nuclei will be “healed out” us-
ing this mechanism, while domains larger than about a
critical size r∗ = h c γinc

b γcoh
will prevail and continue with

α|β grain boundaries to the GaP surface (cf. Fig. 5 and
6 in Ref. [25]). For a bilayer height of h = a√

3
= 3.2 Å

and nuclei with shape of an equilateral triangle, this sug-
gests stability for nuclei with A∗ ≈ 35 Å2 or larger. This
high energy γinc is also a major reason for the formation
of few nuclei with larger area (Fig. 8), because many
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small nuclei would cause a higher amount of incoherent
α|β interface. In other words, α and β domains have the
tendency to stay separated (although they consist of the
same III-V material).

Already for these reasons, it is important to consider
not only the fraction of atoms in β-configuration on the
substrate, but also the nuclei shapes and size distribu-
tions: While one β nucleus with a large area A is likely
to continue to grow up to the surface, several small nu-
clei adding up to the same total area A can be easily
overgrown (and thus healed out). A detailed analysis
of the connection from the GaP structures close to the
GaP/Si interface to defect planes and twin propagation
in the GaP volume is beyond the scope of this paper. We
will therefore not attempt a quantitative exact model for
Rβ data, but rather explain tendencies and functional
dependencies in the next sections.

B. Interplay of temperature and V/III ratio

Two important aspects of a varied V/III ratio can be
derived from results reported in the literature: (i) Ac-
cording to the investigations of Stringfellow et al.[67],
the thermal decomposition of the phosphorous precur-
sor (TBP) reduces significantly below Tnuc = 500◦C,
thus reducing the availability of phosphorous. Below
Tnuc = 400◦C, no noticeable GaP nucleation (3D nuclei;
cf. Fig. 8 below) is observed in our SEM measurements.
We indirectly observe this missing nucleation also in our
HR-XRD data: In Fig. 7, we plot the volume fraction
of the twin domain in the buffer layer, Rβ , depending
on Tnuc for our samples. In agreement with the reports
by Stringfellow, we find a sudden increase of the twin
amount at Tnuc = 400◦C. White light interferometry and
X-ray reflectivity measurements reveal a ∼11 nm thinner
GaP epilayer compared to the other samples and thereby
confirm impeded nucleation. (ii) According to the work
of Suzuki et al. (MBE of GaAs on Si(111))[31], the twin
amount decreases with increasing V/III ratio, which can
be confirmed by our experiments (cf. Fig. 11 in the
appendix). Looking at this effect alone, one might first
expect that lower Tnuc reduces the P-supply and thereby
counteracts the suppression of twin formation. This is
contrary to our XRD data and thus Fig. 7 cannot be
explained alone by a reduction of the effective V/III ra-
tio with decreasing nucleation temperature. Thus, Tnuc
must have an additional effect on the growth of the GaP
transition layer.

C. Nucleation temperature

Fig. 7 shows an Arrhenius-type dependence of Rβ ∝
exp

[
− EA
kB Tnuc

]
on Tnuc above Tnuc ≈ 400◦C. This

is remarkable because both canonical thermodynamics
and classical nucleation theory would predict a different
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FIG. 7: Our HR-XRD data[25] in an Arrhenius-like plot of
the RTD fraction Rβ in the GaP layer depending on the nu-
cleation temperature for the two miscut directions [112] and
[112] with 3◦ miscut, tnuc = 15min. Right and top axes la-
bels show the value of Rβ and temperature in ◦C for better
orientation. Dashed lines represent the Boltzmann expression
(A1) of Appendix A 4 for different energy differences. Solid
lines show Arrhenius fits.

function dependence, Rβ =
(

1 + exp
[
− ∆E
kB Tnuc

])−1

. In

App. A 4, we derive this and explain why it cannot be ap-
proximated with a Boltzmann factor. Hence, those (near)
equilibrium theories are not appropriate to describe our
experiments and we conclude that kinetics is a dominant
factor in the growth process.

Higher nucleation temperature Tnuc causes increased
dynamics of the precursors on the substrate surface. Dis-
cussing the spreading factor in section III B, we have
shown that GaP energetically prefers to grow on preex-
isting GaP rather than on the substrate. In combination,
these two observations allow to explain the island forma-
tion of GaP for different Tnuc which we see in SEM images
taken after nucleation in Fig. 8. For high Tnuc = 500◦C,
the adsorbed Ga and P species have a large diffusion
length and are thus likely to stick to a preexisting GaP
nucleus, thereby reducing the energetically unpreferred
interface to the substrate. In addition to the generally de-
creased nucleation density with increasing temperature,
Ostwald-type ripening also suppresses the formation of
new, small GaP clusters. We therefore see a large aver-
age nucleus size (diameter approximately 150nm) in this
case and even after nucleation the underlying substrate
can still be seen as dark areas in the background in Fig.
8.

For low Tnuc = 420◦C, the diffusion length (adatom
mobility) is reduced and thus, adsorbed particles are
more likely to remain in the vicinity of their adsorption
position. Even though the lower temperature leads to re-
duced TBP dissociation [67] and thereby counteracts the
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FIG. 8: SEM images of 3D GaP nuclei (SK- or VW-growth)
on vicinal Si(111):As. The MOVPE process was stopped di-
rectly after the nucleation step. Even an additional heat up
step to the growth temperature of Tgrowth = 660 ◦C did
not change the morphology noticeably. The average nuclei
size increases with increasing Tnuc while the surface cover-
age decreases (due to lower nucleation density and Ostwald-
like ripening). At Tnuc = 500◦C, the nuclei show a triangu-
lar shape and have overgrown in average ∼10 double bilayer
steps. The nuclei arrangement is influenced by the substrate
steps, which leads to different morphologies for both miscut
directions (visible also by comparing the darker regions in
which no GaP has nucleated). The images are reminiscent of
Stranski-Krastanow and Volmer-Weber growth. Blue circles
highlight the nuclei orientation. All four samples were grown
with tnuc = 7.5 min and a nominal V/III ratio = 432.

reduction of the Ga mobility on the surface, the substrate
is more uniformly covered with a high density of much
smaller nuclei (average diameter approximately 30nm),
which leads to an increased layer coalescence. These
trends are also described in earlier work [5, 28, 68–70]
and show the reason why the use of a two-step growth
approach is beneficial for III-V epitaxy on Si substrates.

In the previous subsection, we have established that
small β-nuclei (which are seen for low Tnuc) can be healed
out more easily than larger ones (which are seen for high
Tnuc). This explains why we observe considerably larger
Rβ with increasing Tnuc (for both miscut directions) – see
Fig. 7. Two more effects contribute to this trend: First,
we can expect a higher fraction of GaP clusters on the
substrate in β-configuration for increasing temperature
for thermodynamic reasons. That is to say, the ener-
getic difference ∆Eαβ between atoms in the preferred α
and the β configuration decreases relative to kBTnuc for
increasing Tnuc. Second, larger nuclei are less likely to
switch between α and β configuration, because this would
require a collective move of many atoms. Consequently,

small nuclei present at low Tnuc are more likely to switch
back to the energetically preferred α-configuration. For
these reasons, the nuclei at Tnuc = 420◦C for [112] can
merge easily (see Fig. 8) because there are only irrele-
vant α|α-boundaries, whereas many individual nuclei can
be identified for Tnuc = 500◦C because their merging is
hindered by α|β-boundaries. These barriers between the
nuclei differentiates the nucleation phase from classical
Volmer-Weber growth. After the nucleation phase, the
substrate is mainly covered with a GaP nucleation layer
(coverage is Tnuc and tnuc dependent). In the subse-
quent growth phase, the temperature is raised to 660◦C
and mostly layer-by-layer growth takes place, which we
conclude from the observation that the GaP surface is
very smooth[25].

Finally, we can explain two more observations concern-
ing Rβ(Tnuc) (see Fig. 7). First, the slope is smaller for
miscut along [112]. For higher Tnuc, the effective influ-
ence of the steps is reduced, because larger nuclei over-
grow several plateaus and atoms initially bond to the
step can more easily overcome the energy barrier to dif-
fuse away from it. Therefore, we see a trend towards
the same Rβ for both miscut direction for high Tnuc and
a steeper slope of Rβ over Tnuc for [112] (where DBBS
enforces only α) as compared to [112] (where TBBS en-
forces both α and β). Second, the mean deviation from
the line of best fit is higher for [112]. In the presence
of both α and β clusters (as enforced by TBBS), the re-
alized structures and domain boundary shapes involve
an additional stochastic element. This results in higher
sample-dependent deviations from the general trend.

D. Nucleation time

The choice of the nucleation time is another influen-
tial factor for the suppression of twin formation. The
rate of material flux ṁ is the same for different tnuc
and thus, higher tnuc results in more deposited mate-
rial in the nucleation phase. An intentionally small ṁ
results in only approx. 11nm and 21nm (on average) of
deposited material after 7.5 min and 15 min for nucle-
ation at Tnuc = 500◦C, respectively. This leaves time for
internal reorganization of the first GaP nuclei before they
coalesce as bulk material by subsequent growth. Such
reorganization allows to reduce defects. If an α-domain
from below a TBBS and a β-domain from above another
TBBS meet, for instance, the boundary between them
(cf. Fig. 1) can still diffuse (by rearrangement of atoms
near the α|β boundary).

With this understanding, we can explain the tenden-
cies in Fig. 4. In the case of miscut along [112] (plotted
in orange), lowering simultaneously Tnuc and tnuc de-
creases the twin ratio Rβ . We attribute this mainly to
a lower Tnuc and predict that is this case, there is only
a minor influence of tnuc concerning the reduction of Rβ
for the following reasons. Since most nuclei at DBBS are
in α configuration, subsequent growth continues those
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untwinned nuclei. The nucleation time simply has to be
sufficiently high to allow for the formation of nuclei cover-
ing a substantial percentage of the substrate. In practice
this means a slightly higher tnuc is necessary with higher
Tnuc (due to the nuclei sizes) to obtain the desired layer
coalescence in the subsequent growth step.

In case of miscut along [112] (plotted in blue in Fig. 4),
the situation is different. Lowering simultaneously Tnuc
and tnuc increases Rβ . Lowering Tnuc alone would actu-
ally result in lower Rβ ; this is seen in Fig. 7 for a miscut
of 3◦ and due to the understanding developed above we
can predict that the same is true for 6◦. The profound
influence of tnuc is that a longer nucleation time with low
material influx ṁ allows for more diffusion and reorga-
nization of the GaP nuclei and therefore more homoge-
neous regions and hence, more untwinned α crystallites.
During growth, a much higher ṁ does not leave time for
such defect-reduction processes, such that we can expect
much higher Rβ for lower tnuc (ceteris paribus).

E. Kinetic Monte Carlo

As kinetics is an important aspect of nucleation, we
have performed Kinetic Monte Carlo (KMC) simulations
for the initial phase of GaP growth on As-terminated Si.
More specifically, we chose the on-lattice, bond-counting
version of KMC with periodic boundary conditions. For
best performance, we chose a rejection-free implementa-
tion and used a hash-table to store the set of all possible
events allowing to update this set efficiently. As events,
we allow absorption, desorption and diffusion for both
Ga and P. Hence, the state of the system is completely
defined by all atom positions. The underlying lattice is of
zincblende type in [111] direction, additionally allowing
for both α and β configurations.

We choose the adsorption probability to be the same
for every possible position. That way, we model random
adsorption from the gas phase both at the steps and on
the terraces. Possible positions are all empty lattice po-
sitions having at least one bond to another already ab-
sorbed atom.

We also allow for desorption of previously absorbed
atoms. As probability, we chose a prefactor multiplied
by exp[−∆E/kBT ], where ∆E is the cohesive energy lost
due to desorption. The prefactor (∼ desorption rate) is
chosen such that desorption occurs rarely. Thus, more
than 99.9% of the steps are diffusion events. A diffu-
sion from a position ~r1 to ~r2 is allowed (only) if desorp-
tion from ~r1 and adsorption at ~r2 is allowed: As des-
tination ~r2, we allow all α and β positions within the
same (111) layer and also within the adjacent layers be-
low and above (27 in total). Thus, we do not restrict
the system to layer-by-layer growth, but allow 3D nucle-
ation. The Monte Carlo probability for a transition is
p1→2 = exp[−∆E12/kBT ], where ∆E12 is in our case
the difference in cohesive energy before and after the
transition. To calculate the cohesive energy, we utilize

FIG. 9: Kinetic Monte Carlo results for miscut along (a) [112]
and (b) [112]. In the upper parts, red and blue mark phospho-
rous atoms two bilayers above substrate in α and β positions,
respectively. The lower parts show a projected cross section
with the same color coding as in Fig. 6. See main text for
discussion.

a bond-counting model, where we incorporate bonds to
nearest neighbors and in case of P atoms also to next-
nearest neighbors. The latter is chosen, because P atom
positions determine the growth of either α or β domains
(whereas Ga atoms always follow on top of P atoms in
[111]-direction during GaP growth, compare Fig. 6). En-
ergies for each type of bond are taken as average values
over several DFT calculations for systems involving that
particular bond type. After each simulation step, only
events involving the surroundings of the previous event
location need a recalculation of their probability.
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Fig. 9(a) and (b) show a resulting section of a KMC
simulation after ten million steps for miscut along [112]
and [112], respectively. In the upper parts of the figure,
P atoms in red (blue) mark atoms in α (β) configuration,
two bilayers above the substrate. A P atom is marked
as α if the majority of atoms in the P layer below have
the same relative positions as they would have in the un-
derlying Si substrate (and β otherwise). The lower parts
show cross sections of the same simulation. Note that in
this projection, atoms from different α and β position can
be seen apparently close to one another. Even though all
parameters other than the miscut are the same for the
simulations in Fig. 9(a) and (b), we can see a prefer-
ence for α nucleation (red atoms) for miscut along [112]
in 9(b). This agrees with experiment. Further, the black
ellipses highlight that β nucleation starts often at the up-
per parts of steps for TBBS and may start on plateaus
for both TBBS and DBBS. The temporal nucleation or-
der and the resulting positions at DBBS and TBBS steps
found by KMC are in agreement with the discussion in
section V B. The grey ellipses in the cross sections high-
light again that GaP can overgrow DBBS without caus-
ing additional defects, while TBBS are prone to cause
twin boundaries. This is an additional affirmation for
the simple model presented above.

VII. CONCLUSIONS

By studying the interface and step configurations on
an atomic scale with DFT and Kinetic Monte Carlo cal-
culations, we were able to identify the dominant mecha-
nism of defect-reduced III-V epitaxy on As-modified vic-
inal Si(111). Moreover, we show that the influence of
Si(111):As surface-step arrangements on the GaP nucle-
ation and twin formation can be well understood from a
theoretical point of view. In particular, vicinal Si(111):As
substrates with miscut along [112] lead to a significant
twin reduction. We thus recommend to use substrates
with such a miscut when growing GaP buffer layers on
top of Si for optoelectronic and other applications that
profit from low defect density. In contrast, a miscut along
[112] assists twin formation due to the step configuration.

For the specific system of GaP on Si(111):As, we found
that the thermodynamically preferred interface config-
uration can essentially be considered as an interfacial
GaAs layer between substrate Si:As(111) and GaP epi-
layer. Whenever Si(111):As was miscut, we observed the
formation of double bilayer steps in our experiments.

The mechanisms we have identified to reduce the de-
fect density when nucleating GaP on As-modified Si(111)
may prove useful for other hetero-systems as well, since
twinning is a fundamental and general problem in (111)-
related epitaxy. We note that the central mechanism
explained in this paper is based on bond counting near
edges and is active also for single-stepped substrates. Our
main results are the clarification that miscut substrates
can yield epilayers having reproducibly and substantially

fewer defects than flat surfaces and the discovery of the
underlying mechanism to reduce the defect density.

We want to conclude with a list of a few more ob-
servations: Although more often used in a macroscopic
context, the spreading factor remains a useful quantity
to predict the growth type also on the microscopic level.
The size distribution of the nuclei and the internal struc-
ture of the III-V layer can only be understood by distin-
guishing precisely between coherent and incoherent in-
terfaces.

For similar setups where suppressed twinning is de-
sired, the temperature should be sufficiently high to al-
low for precursor decomposition but otherwise as low as
possible. Among other reasons, low temperature causes
decreased surface mobility, which leads to smaller nu-
clei. Combined with a miscut substrate that yields sub-
stantially more untwinned nuclei, this results in small
twinned nuclei that can then be overgrown easily. In
the nucleation phase, the material supply should be very
low in order to allow for internal reorganization (defect
reduction) of the III-V material. The nucleation time
has to be long enough to compensate for the low mate-
rial supply: before growth starts, the substrate should
be covered completely with III-V material. Further,
high V/III ratios were beneficial in our experiments.
The experimental-theoretical findings presented here are
meant to serve as a generic starting point for low-defect
III-V epitaxy.
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Appendix A: Appendix

1. DFT Parameters

All DFT results were calculated using the plane wave-
code VASP in version 5.4.1[71]. The kinetic energy cut-
off was set to be 600 eV. The Brillouin zone integration
was performed with a 19 × 19 × 1 (10 × 10 × 1) k-point
Monkhorst-Pack mesh for the 1× 1 (2× 2) slab calcula-
tions. Slab surfaces were separated by 12Å to 16Å vac-
uum. We employed the PBEsol density functional, which
is optimized for solids. The atomic positions were fully
relaxed using the conjugate gradient algorithm until all
interatomic forces are smaller than 0.01 eV/nm.

2. DFT results for flat surface

The configurations of Fig. 2 can be summarized in the
following sequences of layer compositions (ordered from
bulk to surface):

Iα,β Si Ga As Ga Pα,β
IIα,β Si Si As Ga Pα,β
IIα,β Si Ga0.75Si0.25 As Ga Pα,β
IVα,β Si Ga0.75Si0.25 As Ga0.25Si0.75 Pα,β

In order to evaluate the size of the influence of lat-
tice strain and hydrogen termination, we do the follow-
ing comparison: Taking structure Iα as reference, i.e.
∆γtot(Iα) = 0, we obtain the following interface energies
in eV/nm2 from DFT calculations:

∆γ Iβ IIα IIIα IVα
aSi 0.14 26.14 5.98 22.82

am 0.17 26.27 6.03 23.08

H-term 0.05 34.89 8.50 34.74

Here aSi, am and H-term denote systems fixed to the Si
lattice constant, the average of the Si and GaP lattice
constants, and a hydrogen-terminated system with am,
respectively. Although the Si substrate presets the Si
lattice constant, it might be realistic to assume that an
average lattice constant will be realized near the inter-
face. In the main text, we always refer to the results of
the H-terminated case in order to avoid errors from dan-
gling bonds. The numbers show that the numerical val-
ues are similar for all lattice constants and with/without
hydrogen and hence the conclusions in the main text are
independent of the particular choice.

We can further provide values for the energetic differ-
ence between the difference of the layer sequences Si–
GaAs–GaP and Si–GaAs–PGa: The ordering Si–GaAs–
GaP is energetically preferred over Si–GaAs–PGa by
about 3.17 eV/nm2, i.e. 0.42 eV per atom – 0.411 eV
for am and 435 meV for aSi. This is plausible, because
III-V bonds are chemically preferred over V-V bonds.

3. DFT results for edge atoms

Here, we compare binding energies obtained from DFT
calculations for the α and β configurations at double-
steps as shown in Fig. 5. The following table lists the
difference in total energy between the double-steps ref-
erence structure without P and the same structure with
one added P atom. All atomic positions have been re-
laxed until the interatomic forces were smaller than 0.01
eV/nm. The column “edge atom” refers to the colored-
coded purple atom in Fig. 5. First, we compare α and
β configurations on the lower level of the double-step.
All numbers are in eV, smaller (more negative) values
correspond to higher cohesive energies.

step edge atom Eα Eβ ∆E

DBBS Ga -5.153 -3.453 +1.700

Si -6.768 -6.342 +0.426

As -5.996 -5.900 +0.096

TBBS Ga -3.893 -5.663 -1.769

Si -4.614 -6.009 -1.396

As -5.103 -5.935 -0.832

We also compared α and β positions for the upper P
atom. In this case, we fixed As as lower edge atom.

step edge atom Eα Eβ ∆E

DBBS As -5.968 -4.851 +1.117

TBBS As -4.506 -5.783 -1.277

Obviously, the energy difference is always positive
(negative) for DBBS (TBBS), which means that α
(β) configurations are energetically preferred at DBBS
(TBBS).

We further compare a row of Ga vs. a row of P as
first atoms next to both DBBS and TBBS. The cohesive
energy per atom is always higher for P than for Ga. Ad-
ditionally to the fact that nucleation happens in a P-rich
regime, this makes a nucleation starting with P adsorp-
tion a likely scenario (as described in the main text). For
DBBS, the difference in binding energy per atom (P vs
Ga) is 2.07 eV (α) and 1.19 eV (β) and for TBBS, 0.44
eV (α) and 1.37 eV (β) in favor of P.

4. Importance of kinetics for temperature
dependence of Rβ

In order to put our model presented in the main text in
perspective to other concepts, we briefly mention a few
alternative theories that, however, are not compatible
with our experimental data.

One could assume that the behavior of Rβ(Tnuc) is
roughly described by canonical thermodynamics. Under
the naive assumption that each atom takes one of the two
possible states (α or β) independently with a Boltzmann-
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factor, pα ∝ e−Eα/kBTnuc , we could expect

Rβ =
pβ

pα + pβ
=

(
1 + exp

[
−Eα − Eβ
kB Tnuc

])−1

. (A1)

However, this does not fit the data, e.g., the Arrhenius-
like fit yields an effective activation energy of 858 meV
in the case of [112], whereas the single-atom energetic
difference is below 50 meV.

Following a similar line of thoughts, one could as well
that Rβ is determined by the ratio of clusters nucleating
in β configuration as described, e.g., by classical nucle-
ation theory. For a critical free energy difference ∆G∗ at
a certain chemical potential µ this yields:

Rβ =

(
1 + exp

[
∆G∗

kB Tnuc

])−1

. (A2)

However, there is no value ∆G∗ for which this equation
simultaneously yields Rβ ≤ 0.1 at 420◦C and Rβ ≥ 0.3 at
500◦C, as required from the data. This is because small
Rβ ≤ 0.1 result from large ∆G∗ values in (A2) which

implies logRβ ∼= −∆G∗

kB Tnuc
. In an Arrhenius-like plot, this

gives a straight line, which however goes through the ori-
gin – in strong contrast to the data from Fig. 4. Although
classical nucleation theory has been successful applied to
nanoscopic nuclei[29], it fails to predict twinning ratios in
this case. A possible reason – strongly supported by the
success of the KMC – is that the importance of kinetic
aspects (like the temporal order of events) is underesti-
mated.

As an alternative theory, one could argue that the
diffusion length increases with temperature and hence,
steps are more often hit by adsorbed particles. While
this could explain the increase in Rβ for higher Tnuc for
miscut along [112], it fails to explain the corresponding
increase in Rβ for miscut along [112], where the DBBS
steps facilitate α-configurations. Nucleation is likely to
start at steps regardless of the specific temperature in the
range from 420◦C to 500◦C. Thus, the change in diffusion
length alone cannot explain the experimental data.

5. Stacking changes and domain boundaries

We want to highlight that incoherent boundaries are
not only seen between α and β domains, but can also be
present between two different β domains if growth starts
on neighboring step plateaus, cmp. incoherent stacking
boundary in Fig. 1. This is illustrated in Fig. 10. It
clearly shows that untwinned III-V material (e.g. GaP)
can overgrow both step types (TBBS and DBBS) without
introducing any defects (tension due to lattice mismatch
is not considered here). Also no growth direction (step
upwards or downwards) seems to be preferred. In the
case of twinned nuclei, which are formed on neighboring
plateaus and meet each other (independent from the ex-
act position), a incoherent stacking boundary is formed

(cf. Fig. 10 (c) and (d)). If untwinned III-V meets
twinned nuclei the formation of an incoherent (lateral)
Σ3 twin boundary occurs. Here for both direction over-
growth is possible for every third layer, independent of
their nucleation mechanism (cf. Fig. 10 (e) and (f)).
Especially in compound semiconductors such incoherent
defects are of high energy, due to charge compensation.
The system prefers to avoid such defects by twin over-
growth and formation of coherent Σ3 {111/111} bound-
aries. This results in a highly twinned zone close to the
III-V/Si(111) interface, which is visible in several TEM
investigations.[36, 72, 73] Interestingly it seems that in
such twin|twin situations only overgrowth in one direc-
tion (step upwards) is possible, which might affect the
resulting twin domain size.

FIG. 10: Schematic side-view of GaP/Si(111):As along [110]:
(a) shows the atomic lattice of untwinned GaP growth on
Si(111) with DBBS. The drawn ABC-stacking follows the
substrate without defects, which is also true for grown un-
twinned GaP over a TBBS (b). For simplicity, the following
panels indicate only the ABC stacking, leaving out atoms
and bonds. (c) and (d) show situations, where twinned GaP
nucleates below and above the step-edge leading to the for-
mation of a incoherent stacking (orange) somewhere near the
step-edge. To avoid such energetically unfavored defects, the
twins can overgrow each other by forming a coherent, low
energy Σ3 {111/111} boundary. The arrows (green + red)
indicate that here such an overgrowth is only possible step
upwards. Panel (e) shows untwinned GaP nucleating below
the step-edge in contact with twinned GaP nucleating on the
upper step plateau, while (f) represents a nucleation mecha-
nism for twins at TBBS based on our model. In both cases
the incoherent α|β twin-boundary is not fixed close to the
step-edge. Every third layer, the stacking coincides again –
allowing for growth of one domain over another.
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6. Dependence of Rβ on V/III ratio

GaP growth is generally performed under an excess of
the phosphorus precursor tertiarybutylphosphine (TBP)
due to the higher desorption rate of P compared to Ga.
In addition, TBP is self-limiting, i.e. P creates at most
one monolayer on top of Ga. Gallium, on the other hand,
tends to grow three-dimensional Ga clusters, which im-
pedes 2D-growth of III-V epilayers in many cases. With
higher V/III ratio, the Ga clustering can be suppressed,
due to a reduced Ga diffusion. This results in smaller
nuclei sizes as well as a higher nucleation density and
thereby a faster layer coalescence. As discussed above
and also claimed by Suzuki et al.[32], the volume-fraction
of RTDs correlates with the nuclei size during the nucle-
ation phase. Lower effective V/III ratios are indirectly
realized as a side effect of lower nucleation temperature
Tnuc, because the TBP decomposition is reduced at lower
temperatures. Therefore, we want exclude the possibility
that the change in twin ratio Rβ is merely such a indirect
effect of Tnuc. To achieve that, we have prepared a series
of samples with nominally identical conditions as those
of Fig. 4, but with different V/III pressure ratios. The
results in Fig. 11 show that a reduction of Rβ with an
increase of the V/III ratio. The magnitude of the effect is
rather small and can not counteract the influence of Tnuc.
This strengthens again the model in the main text and
excludes the possibilty that the only relevant influence of
Tnuc on Rβ is due to a change in the V/III ratio.

0 100 200 300 400 500 600 700
0.1

0.15

0.2

0.25

0.3

V/III ratio

R
β

3◦[112], 460◦C, 15min

3◦[112], 460◦C, 15min

FIG. 11: The volume-ratio of twins Rβ decreases slightly with
increasing V/III ratio. Although lower nucleation tempera-
ture Tnuc reduces the P-supply and thereby the effective V/III
ratio, the XRD-measured Rβ cannot be explained solely by
such an indirect effect of changed temperature: Even in the
wide range of deliberate six-fold increase in the V/III ratio
(plotted here), we do not see such a strong change in Rβ as
we observe by changing Tnuc, cmp. Fig. 7. Thus, Tnuc must
have an additional effect on the III-V growth, which is mainly
a kinetic one as described in section VI C.
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port from the Thüringer Landesgraduiertenschule Pho-
toGrad.

[1] R. Chen, T.-T. D. Tran, K. W. Ng, W. S. Ko,
L. C. Chuang, F. G. Sedgwick, and C. Chang-Hasnain,

Nature Photonics 5, 170 (2011), ISSN 1749-4885,



16

1101.3305, URL http://www.nature.com/doifinder/

10.1038/nphoton.2010.315.
[2] D. Liang and J. E. Bowers, Nature Photonics 4, 511

(2010), ISSN 1749-4885, URL http://dx.doi.org/10.

1038/nphoton.2010.167http://linkinghub.elsevier.

com/retrieve/pii/S0030399212003088http://www.

nature.com/doifinder/10.1038/nphoton.2010.167.
[3] K. Tomioka, M. Yoshimura, and T. Fukui, Nature 488,

189 (2012), ISSN 0028-0836, URL http://www.nature.

com/doifinder/10.1038/nature11293.
[4] H. Ko, K. Takei, R. Kapadia, S. Chuang, H. Fang, P. W.

Leu, K. Ganapathi, E. Plis, H. S. Kim, S.-Y. Chen, et al.,
Nature 468, 286 (2011), ISSN 0028-0836, 1108.1127,
URL http://www.nature.com/doifinder/10.1038/

nature09541http://arxiv.org/abs/1108.1127http:

//dx.doi.org/10.1038/nature09541.
[5] T. Kawai, H. Yonezu, Y. Yamauchi, Y. Takano, and

K. Pak, Applied Physics Letters 59, 2983 (1991), ISSN
0003-6951, URL http://aip.scitation.org/doi/10.

1063/1.105819.
[6] R. S. Becker, J. A. Golovchenko, E. G. McRae, and

B. S. Swartzentruber, Physical Review Letters 55, 2028
(1985), ISSN 00319007.

[7] A. Ohtake and K. Mitsuishi, Journal of Vacuum Sci-
ence & Technology B, Nanotechnology and Microelec-
tronics: Materials, Processing, Measurement, and Phe-
nomena 29, 031804 (2011), ISSN 2166-2746, URL http:

//avs.scitation.org/doi/10.1116/1.3589807.
[8] Y. Ababou, P. Desjardins, A. Chennouf, R. Leonelli,

D. Hetherington, A. Yelon, G. Lesperance, and R. A.
Masut, Journal of Applied Physics 80, 4997 (1996),
ISSN 0021-8979, URL http://aip.scitation.org/doi/

10.1063/1.363544.
[9] H. Yamaguchi, J. G. Belk, X. M. Zhang, J. L. Sudi-

jono, M. R. Fahy, T. S. Jones, D. W. Pashley, and
B. A. Joyce, Physical Review B 55, 1337 (1997), ISSN
0163-1829, URL http://link.aps.org/doi/10.1103/

PhysRevB.55.1337.
[10] H. Yamaguchi, M. R. Fahy, and B. a. Joyce, Applied

Physics Letters 69, 776 (1996), ISSN 0003-6951, URL
http://aip.scitation.org/doi/10.1063/1.117888.

[11] E. P. Kvam and R. Hull, Journal of Applied Physics
73, 7407 (1993), ISSN 0021-8979, URL http://aip.

scitation.org/doi/10.1063/1.354033.
[12] I. Miccoli, P. Prete, F. Marzo, D. Cannoletta, and

N. Lovergine, Crystal Research and Technology 46, 795
(2011), ISSN 02321300, URL http://doi.wiley.com/

10.1002/crat.201000711.
[13] M. J. Evans, M. Stavola, M. G. Weinstein, and S. J.

Uftring, Material Science and Engineering B 58, 118
(1999).

[14] M. Steger, A. Yang, T. Sekiguchi, K. Saeedi, M. L. W.
Thewalt, M. O. Henry, K. Johnston, H. Riemann,
N. V. Abrosimov, M. F. Churbanov, et al., Jour-
nal of Applied Physics 110, 081301 (2011), ISSN
00218979, URL http://scitation.aip.org/content/

aip/journal/jap/110/8/10.1063/1.3651774.
[15] E. Bakkers, M. Borgstrom, and M. Verheijen,

MRS Proceedings 1068, 1068 (2008), ISSN 1946-
4274, URL http://journals.cambridge.org/

abstract{_}S1946427400028839.
[16] O. Supplie, O. Romanyuk, C. Koppka, M. Steidl,
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