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Abstract
Background: Until today, the majority of ocular proton treatments worldwide
were planned with the EYEPLAN treatment planning system (TPS). Recently,
the commercial, computed tomography (CT)-based TPS for ocular proton
therapy RayOcular was released, which follows the general concepts of model-
based treatment planning approach in conjunction with a pencil-beam-type
dose algorithm (PBA).
Purpose: To validate RayOcular with respect to two main features: accurate
geometrical representation of the eye model and accuracy of its dose calcula-
tion algorithm in combination with an Ion Beam Applications (IBA) eye treatment
delivery system.
Methods: Different 3D-printed eye-ball-phantoms were fabricated to test the
geometrical representation of the corresponding CT-based model, both in
orthogonal 2D images for X-ray image overlay and in fundus view overlaid with
a funduscopy. For the latter, the phantom was equipped with a lens matching
refraction of the human eye. Funduscopy was acquired in a Zeiss Claus 500
camera. Tantalum clips and fiducials attached to the phantoms were localized
in the TPS model, and residual deviations to the actual position in X-ray images
for various orientations of the phantom were determined, after the nominal eye
orientation was corrected in RayOcular to obtain a best overall fit. In the fun-
dus view, deviations between known and displayed distances were measured.
Dose calculation accuracy of the PBA on a 0.2 mm grid was investigated by
comparing between measured lateral and depth–dose profiles in water for var-
ious combinations of range, modulation, and field-size. Ultimately, the modeling
of dose distributions behind wedges was tested. A 1D gamma-test was applied,
and the lateral and distal penumbra were further compared.
Results: Average residuals between model clips and visible clips/fiducials in
orthogonal X-ray images were within 0.3 mm, including different orientations of
the phantom. The differences between measured distances on the registered
funduscopy image in the RayOcular fundus view and the known ground-truth
were within 1 mm up to 10.5 mm distance from the posterior pole. No clear
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2 COMMISSIONING AND VALIDATION OF RAYOCULAR

benefit projection of either polar mode or camera mode could be identified, the
latter mimicking camera properties. Measured dose distributions were repro-
duced with gamma-test pass-rates of >95% with 2%/0.3 mm for depth and
lateral profiles in the middle of spread-out Bragg-peaks.Distal falloff and lateral
penumbra were within 0.2 mm for fields without a wedge. For shallow depths,
the agreement was worse, reaching pass-rates down to 80% with 5%/0.3 mm
when comparing lateral profiles in air.This is caused by low-energy protons from
a scatter source in the IBA system not modeled by RayOcular.Dose distributions
modified by wedges were reproduced,matching the wedge-induced broadening
of the lateral penumbra to within 0.4 mm for the investigated cases and showing
the excess dose within the field due to wedge scatter.
Conclusion: RayOcular was validated for its use with an IBA single scatter-
ing delivery nozzle. Geometric modeling of the eye and representation of 2D
projections fulfill clinical requirements. The PBA dose calculation reproduces
measured distributions and allows explicit handling of wedges, overcoming
approximations of simpler dose calculation algorithms used in other systems.

KEYWORDS
proton therapy, RayOcular, uveal melanoma

1 INTRODUCTION

Ocular proton therapy (OPT) started in the 1970s at
the Massachusetts General Hospital1 and since then
more than 30 000 patients have been treated for ocu-
lar tumors worldwide with local tumor control rates at
or above 95%.2 The first available treatment planning
system (TPS) was EYEPLAN, which has been steadily
developed3,4 and is still used for a majority of all OPT
treatment plans worldwide.2 EYEPLAN is,however,not a
medical product and was developed by various groups.3

Despite its proven usability over several decades, there
is no life cycle management provided by a vendor, pre-
cluding it from certification as medical software. There
are in fact only a few alternatives to EYEPLAN. Varian
(Varian Medical Systems, Palo Alto, USA) has released
a commercial OPT planning system named “Eclipse
Ocular Proton Planning” (EOPP) that inherited many
of its features from EYEPLAN.5–7 The German can-
cer research center developed the OCTOPUS planning
system8,9 that was later brought to clinical use at the
Helmholtz-Zentrum Berlin, Germany.10 Recently, Fleury
et al. reported on the in-house development of a mag-
netic resonance imaging (MRI)-based planning tool,11

which has not been used clinically. RaySearch (Ray-
Search Laboratories, Stockholm, Sweden) released a
module for the RayStation TPS named RayOcular that
fulfills the existing requirements of OPT but also adds
new functionalities.

All clinically used systems share a model-based
approach, that is, the eye is represented by a
parametrized geometric model of the human eye. The
anatomy outside of the eye is simplified as a homoge-
nous volume, limited by a “skin-plane” perpendicular to
the beam-direction and at a user-defined position rela-

tive to the outer surface.Thus,structures like the lacrimal
glands, lids, or bones are not considered. In EYEPLAN
and EOPP, the eye model and clip positions are created
by information from, for example, physical measures,
ultrasonic, and X-ray images, whereas OCTOPUS and
RayOcular use computed tomography (CT) and MRI
images in the modeling process.9,12 The dose calcula-
tion in EYEPLAN, EOPP, and OCTOPUS is based on
simplistic lookup tables that use measured lateral and
distal penumbrae to construct a three-dimensional dose
distribution. This approximation is generally accepted,
but dose deviations become more relevant, especially
when wedges are applied.13,14 As a result, the planning
is driven by the experience of the planner, intrinsically
taking the limitations in accuracy into account, for exam-
ple, by increased margins or manually increasing the
field opening behind the wedge. In RayOcular, on the
other hand, dose calculation is based on a pencil-beam
algorithm (PBA), which is expected to be more accurate
than the lookup algorithms, especially when the proton
beam passes a wedge and air gap before entering the
patient.

In EYEPLAN and EOPP,the target structure is defined
in a fundus view, which mimics the view of a fundus
camera. In later versions of EYEPLAN, it is possible
to register a funduscopic image in the fundus view
to improve the definition of the tumor-based contour.4

OCTOPUS and RayOcular also support target defini-
tion in fundus view with registered funduscopy images.
However, what these two systems add is the possibility
to define the target volume from MRI volumetric images.
This has been shown to significantly improve the tumor
volume definition for large and/or anterior positioned
tumors allowing for a reduction by a factor of up to 2.2
without compromising safety.15
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COMMISSIONING AND VALIDATION OF RAYOCULAR 3

The funduscopy image can be considered an impor-
tant source of information about the tumor and guides
the delineation of the target in OPT.2–4 However, uncer-
tainties in the funduscopic imaging, the registration to
the model, and the projection of the eye model into the
fundus view may have an impact on the accuracy of the
planning target volume. The overall uncertainty is gen-
erally taken into account during the planning by utilizing
additional planning margins. It is understood that a pos-
sible camera distortion increases with distance from the
anterior pole,and Daftari et al.estimated the impact to be
up to 2.5 mm.4 To the authors’knowledge,a rigorous test
with a known ground truth has not been conducted to
quantify the accuracy of fundus overlay in OPT planning.

The West German Proton Therapy Centre Essen
(WPE) started a clinical treatment of uveal melanoma in
late 2021,based on treatment plans created in RayOcu-
lar.RayOcular was employed in a previous in silico study
to investigate the impact of lateral and distal penum-
bra on dose distributions in uveal melanoma cases.12

Prior to clinical first use, the system in version RaySta-
tion 10B was validated with the dedicated eye nozzle
of the ProteusPlus proton beam delivery system of IBA
(Ion Beam Applications, Louvain-la-Neuve, Belgium).16

The current manuscript summarizes two fundamental
aspects of this validation. First, the geometric model-
ing of the eye with projection into 2D images for overlay
with X-ray and funduscopy images was investigated with
developed phantoms. Second, the measurement-based
validation focused on the accuracy of calculated dose
distributions, including the use of wedges.

2 MATERIALS AND METHODS

2.1 General functionalities of the
RayOcular TPS

RayOcular is a module within the RayStation TPS and
thus shares many of the standard RayStation function-
alities,such as patient-data handling, image registration,
contouring, display and evaluation of dose metrics. The
general approach follows the ideas of EYEPLAN: The
eye is approximated using a set of structures such as
the sclera, retina, and lens parametrizing a model of
the patient’s eye that is organized hierarchically. Depen-
dencies between the components allow for structures
to be modified through resizing of single structures
(e.g., changing the dimensions of the sclera will change
dimensions of the other structures).

The model is built upon volumetric CT images, which
typically allow determining the outer sclera, lens, and
optical nerve. The adjustments of size and location of
those structures are possible and may further be guided
by the information visible in a registered MRI. The eye
model can also be fully defined from external measures
such as axial length, limbus diameter,or cornea-lens dis-

tance, as is commonly done in EYEPLAN. In contrary,
each component of the model may be modified or new
structures may be defined by contouring in volumetric
CT/MRI image sets with the standard contouring tools
of RayStation.Clip locations (center of gravity) are iden-
tified in the CT/MR image views and constructed as 3D
models with 2.5 mm diameter and 0.3 mm thickness,
tangential to the model sclera. The clips can subse-
quently be verified by projecting them onto imported
orthogonal X-ray image pairs for a given (nominal) ori-
entation of the eye, which is the eye center position and
the eye gaze as given by the fixation light’s polar and
azimuthal angles.Subsequently apparent values can be
defined, also including the eye twist angle, to provide a
best fit of the modeled clips to the clips appearing in
the X-ray images. Note, the direct definition of the clip
positions from the X-rays is not yet supported in RayOc-
ular. Once the eye model is constructed, various metrics
are displayed to the user, including the clip-to-clip, clip-
to-limbus, and clip-to-sclera distances. Examples of eye
models generated within RayOcular can be found in
Ref. [12].

RayOcular includes a fundus view that supports two
modes of projection: polar and camera mode. In polar
mode, the 3D eye model is projected into a 2D plane fol-
lowing the description of Dobler et al.,9 which is similar to
the approach used in EYEPLAN.The camera mode tries
to mimic the properties of the used fundus camera and
has several adjustable parameters, such as image size,
field of view, and an optics fit-factor. The curved plane
that is projected in the fundus view can be continuously
chosen from the inner plane of the retina (the plane seen
by the fundus camera) to the outer plane of the sclera
(where the clips are attached). Besides the outlines of
the eye model and target components,the fundus view in
RayOcular can also show CT/MR image data and dose
at the chosen plane. It is further possible to register a
funduscopy image by scaling, translation,and rotation of
imported 2D images. The fundus view includes a mea-
sure tool that gives the Euclidean distances in the 3D
model between two points defined in the fundus view.

Following the concepts of EYEPLAN, target struc-
tures can be created in the fundus view by defining
the base contour. The convex extension into the eye-
ball is then constructed from a polynomial function with a
user-provided apex location and height. The target con-
tour can further be modified, or completely be derived
from contouring in volumetric CT/MRI image sets—an
approach also useful for contouring of iris or conjunc-
tival melanoma, for which no funduscopy is available.
Note, handling of anterior photographs is currently not
implemented in RayOcular.The volume of a fundus view
defined target is included in the 2D CT/MR image, and
the base contour of a target volume defined by regular
contouring can be seen in the fundus view.

The dose calculation in RayOcular is based on the
existing PBA17 available in RayStation for, for example,
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4 COMMISSIONING AND VALIDATION OF RAYOCULAR

double scattering and uniform scanning delivery
techniques.7 The major new features are a selectable
dose grid resolution down to 0.2 mm and the possibility
to include an aperture mounted wedge. In brief, the PBA
employs a discretized energy spectrum of protons as
determined during commissioning, one for each range
modulator wheel, that is, each spread-out Bragg peak
(SOBP). The energy spectrum is only valid within a
specific interval in prescribed range (R) that follows
the corresponding intervals of the IBA delivery system,
there referred to as “Options” as further elucidated in
Section 2.3.1 and realized by range-modulator wheels.
Change of range for an SOBP within an Option in the
software is achieved by a water-equivalent shift of the
energy layer–integrated depth–doses (IDDs),effectively
reducing the range of the complete modeled curve.
In the dose calculation, the spectrum is subdivided
into “energy layers” that are separately traced in the
PB dose engine. The IDD used for each layer in the
dose calculation is determined by a superposition of
pre-calculated mono-energetic IDDs according to the
sub-energy spectrum of the layer. It should be noted
that these energy layers generally will not coincide
with the energy layers generated by the range mod-
ulator wheel. The lateral spatial–angular distribution
is described by a point source with defined position
and angular spread. The same effective point source
is used for all energy layers, irrespective of the thick-
ness of range modulation material for that layer. The
lateral fluence distribution of protons upstream of the
aperture is assumed to be flat. The lateral spread in
medium considers multiple Coulomb scattering with
Rossi scattering power as well as nuclear scattering
based on a modified version of Soukup et al.18 The
latter is optional and was turned off for the calculations
presented in this study as the nuclear halo effect for
the shallow fields is limited but extends the dose cal-
culation times. Different materials can be assigned to
the different eye model components, and the material
composition is considered in the PBA. The energy loss
and scattering in a wedge is calculated with the same
approach.

The commissioning of RayStation is performed by
RaySearch based on users’ provided measurements. In
brief, an Error-function expression19 is fitted to the lat-
eral profile of a squared field at a depth corresponding
to the middle of the SOBP. With known size and posi-
tion of the aperture used, the width of this fit yields
the virtual source–axis distance (SAD), and its standard
deviation in air angular variance of the protons,after the
subtraction of the beam spread in the water-phantom.
One lateral field is typically measured per option. The
depth profile for each option and modulation is used to
find an energy spectrum for the entire SOBP, which in
the dose calculation is divided into energy layer spectra
represented in steps of 1 cm in water.

2.2 Validation of eye modeling

2.2.1 Projection of clip positions in planar
X-ray imaging

Two phantoms were created to test the capabilities of
RayOcular.The first was a simple ball with standard Tan-
talum clips that are used clinically (diameter 2.5 mm
and height 0.25 mm) glued to its surface (Figure 1a).
This phantom served to test the clips’ geometric rep-
resentation in the overlay to X-rays, but without the
possibility to precisely define the orientation of the phan-
tom. The physical clip-to-clip distances were measured
with a caliper and compared to the metrics provided in
RayOcular.

The second phantom (Figure 1b) was 3D printed
with a Form2 printer (Formlabs, MA, USA) facilitating
various well-defined orientations in terms of polar and
azimuth gaze angles. The phantom was designed with
an indexing scheme allowing for discrete angles in
10◦–15◦ steps. Instead of Tantalum clips, radiopaque
spherical fiducials with 1.5 mm diameter-type “Beekley
X-SPOT” (Beekley Medical, Bristol, USA) were embed-
ded in the phantom.These fiducials exhibit much smaller
CT reconstruction artifacts as compared to Tantalum.
The phantom was positioned with its rotational center
aligned with the isocenter of the delivery system; thus,
in the evaluation, the gaze angles and the fixation light
angles are identical.

In both cases,the phantom was scanned with a Philips
Big Bore Brilliance CT scanner (Philips Medical Sys-
tems, Best, the Netherlands) employing a dedicated
ORBITA protocol (120 kV, 0.6 mm slices, reconstruction
with 0.1 mm pixel size) and a corresponding eye model
was created in RayOcular. The outer dimensions of the
sclera model structure were adjusted to fit the visible sur-
face of the phantom. The clip locations were identified
as the center of gravity in the Tantalum clip reconstruc-
tion artifacts (ball-phantom) and fiducials (3D-printed
phantom). RayOcular automatically fits the clip orien-
tations to be tangential to the 3D surface of the outer
sclera. Orthogonal X-ray images of the phantom were
acquired and imported to RayStation in the RayOcu-
lar setup workspace. The imaging system of the IBA
eye treatment room was previously defined in RaySta-
tion in terms of SAD, source-to-imager distance (SID),
imager size, and “gantry” angles with respect to the
beam coordinate system.

The ball-phantom (Figure 1a) was imaged in several
approximate orientations to validate the correct repre-
sentation of the clips in various orientations. The best
agreement between the clips in the two X-ray images
and modeled clips was then determined by adjusting
the apparent eye center position, fixation light position,
and eye twist rotation in the RayOcular setup workspace.
The residual deviation was determined in the overlay of
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COMMISSIONING AND VALIDATION OF RAYOCULAR 5

F IGURE 1 (a) Ball-phantom with glued Tantalum clips on its surface placed at isocenter in front of the Ion Beam Applications (IBA) system
snout. (b) 3D-printed phantom (right) with its base-plate (left) allowing for realizing a polar/azimuthal gaze angle in discrete steps. The phantom
has holes in 10◦–15◦ steps fitting to the pin of the base-plate.

both imaging directions as follows. The deviation was
calculated as Euclidean distance for each clip, using the
average distance for same directions in the Cartesian
coordinate system of both views. Finally, the average of
all four clips was taken as the remaining residual.

The 3D-printed phantom (Figure 1b), on the other
hand, was aligned by the room lasers in 24 gaze angle
orientations using the aforementioned indexing. The ori-
entation of the eye model was then again fine-tuned
in RayOcular by adjusting the apparent eye center, fix-
ation light position, and twist. For each orientation, the
residuals were calculated as outlined before.

2.2.2 Representation in funduscopy
imaging

The funduscopy image can be considered an important
source of information about the tumor and guides the
delineation of the target in OPT.2–4 Any uncertainty in
the funduscopic image,the registration to the model,and
the projection of the eye model into the fundus view may
have an impact on the accuracy of the planning target
volume. This uncertainty is generally taken into account
during the planning. It is understood that a possible dis-
tortion increases with distance from the anterior pole.
Daftari et al. estimated the impact to be up to 2.5 mm.4

Apart from possible distortions of the actual fundus-
copy, the projection of the 3D eye model into the fundus
view in RayOcular needs to be correct.

To validate the accuracy of the fundus view and
funduscopic image registration in RayOcular, a phan-
tom was constructed, consisting of a 3D-printed hollow
sphere with red filament, filled with distilled water, and
closed by a lens (Kaps Vision GmbH, Rathenow, Ger-
many) (see Figure 2, “Fundus phantom”). The refraction
power of the selected lens was 60 diopters (dp), which
is close to a human eye that shows 59–71 dp. The

F IGURE 2 3D-printed eye-phantom for testing the fundus
camera with artificial lens (“Fundus phantom”). The inner surface is
equipped with observable landmarks, which are single holes along
the main axes in 10◦ steps. Four holes further allow to embed
fiducials. Note, a version printed with red filament was used for
imaging.

refraction index of the lens material CR39 is 1.498,
whereas the human eye lens has a slightly lower
refraction index ranging between 1.37 and 1.42.20 The
phantom was matched in size to a human eye (diame-
ter 23 mm) and includes landmarks consisting of holes
distributed horizontally and vertically from the posterior
pole at a 2 mm distance (10◦ separation as seen from
the eye center). To mimic the clips of an eye patient,
four additional holes at different positions (see Figure 2)
were included in which fiducials were glued (Beekley X-
SPOT). A CT image of the phantom was subsequently
taken and imported to RayOcular in which an eye model,
including clips, was constructed.

A funduscopy image (single wide-field, resolution
7.3 µm/pixel) of the phantom was acquired with a Zeiss
CLARUS 500 (Carl Zeiss Meditec, Dublin, USA) and
images exported in *jpg-format. The funduscopy image
was imported to RayOcular and manually registered
to the fundus view. The registration was achieved by
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6 COMMISSIONING AND VALIDATION OF RAYOCULAR

matching the size of the posterior hole of the phantom
that has a known diameter of 1 mm. This is similar to
the clinical practice where the visible distance between
macula and optical disc is used to scale the image
to the model, based upon measurements in optical
coherence tomography (OCT). Rotations and transla-
tions were manually set to match the visible landmarks
in the phantom.The field-of -view angle in the RayOcular
camera mode settings was deduced from the speci-
fication of the CLARUS 500 with 133◦, whereas the
other camera mode optical parameters were based on a
best guess (focal point on cornea, correction for optical
refraction = 0, film size = 5 cm).

The distances from posterior pole to the different hor-
izontal and vertical landmarks seen in the registered
image, as well as the landmark-to-landmark distances
were measured in the RayOcular fundus view (reso-
lution 0.1 mm) and compared to the known values of
the phantom. Landmarks up to 60◦ away from the pos-
terior pole were included, corresponding to 11.5 mm
Euclidean distance.

2.3 Dosimetric validation

2.3.1 The IBA delivery system at WPE

The basic design of the IBA eye treatment system is
described in Slopsema et al.,16 with the difference that
the WPE system is commissioned with 82.5 MeV ini-
tial energy rather than 105 MeV as in Ref. [16]. Briefly
the design consists of the proton beam hitting Tantalum
and/or Lucite scatter foils behind a spinning range-
modulator wheel. Each exchangeable wheel creates a
“full-plateau” SOBP, that is, a flat dose level up to the
surface.The wheel can be equipped with so-called stop-
blocks made of brass, which define the proximal extent
of the SOBP. Each of the seven wheels (Options) in the
WPE system is designed to give a flat SOBP within a
given interval in distal range (R) interval ranging from
35 down to 5 mm, defined by the R90 depth. Within
each interval, the flatness of the SOBP is well within
2.0%. The stopblocks allow for modulation (M) steps of
∼1 mm on average (<2.7 mm maximum step width),
leading to a total of 145 wheel/stop-block combina-
tions (also referred to as “Sub-Options”). Modulation is
defined by the distance between the proximal and distal
95% level. The isocenter of the IBA system is located
70 mm behind the downstream aperture surface.

The IBA system at WPE comes with three poly(methyl
methacrylate) (PMMA) wedges of different physical
angles, that is, 26.3◦, 40.5◦, and 56◦. The wedges are
attached to patient-specific aperture by two pins, allow-
ing for a rotation of the wedge as well as a variable
lateral position of the thin edge from beam center, with
an estimated positional uncertainty of 0.1 mm due to the
manufacturing process.

The imaging system consists of a pair of orthog-
onal X-ray sources and detectors with (AP/LAT) and
(AP/LAT) SIDs of 192 and 182 cm, respectively. Each
image detector is equipped with a cross-wire that is
aligned with the system isocenter and creates a visible
shadow in the image.

2.3.2 Beam data used for beam modeling

The commissioning of the beam-model was performed
by RaySearch, based on a set of measured depth–
doses and lateral profiles in water (see Section 2.1). All
measured data was obtained without wedges, as Ray-
Ocular does not require any additional beam data for
the wedge models, only the physical properties such
as wedge angle and material are included in the beam
model.

Depth–dose profiles along the central axis were
acquired with an Advanced Markus (type 34045) plane-
parallel ionization chamber in a modified PTW MP3-XS
water tank (PTW-Freiburg, Freiburg, Germany). As the
original tank wall is made of 2 cm PMMA, a hole was
drilled into the wall and a thin entrance window made
of PMMA was tightly screwed to the wall. The water-
equivalent thickness (WET) of the window used was
determined to be 1.16 mm by distal profile measure-
ments with and without the window in front of the
phantom equipped with another window. In all mea-
surements a 20 mm × 20 mm aperture was used
and the phantom surface placed at isocenter, that is,
7 cm away from the downstream aperture surface.
Prior to the acquisition of the curve, the chamber was
centered laterally. The uncertainty of absolute water-
equivalent depth assigned to each measurement point
was estimated to be 0.15 mm, taking the definition
of zero-position, WET of chamber, and entrance win-
dow as well as linear motor precision into account.
The step-size for the acquisition of the depth–dose
profiles was 0.2 mm in the distal falloff (DFO) and
0.3 mm elsewhere. One depth–dose profile for each
available wheel/stop-block combination at a range cor-
responding to the maximum range of the wheel was
recorded.

Lateral profiles were acquired at the middle depth of
each wheel with maximum modulation with the chamber
at isocenter, that is, the phantom was shifted for each
measurement. A PTW microSilicon diode detector (type
60023) was employed for all scans in axial orientation.
The diode was chosen as it has a small volume and
showed no LET dependence in SOBP scans.The detec-
tor has a sensitive volume with radius of 0.75 mm and
thickness of 18 µm. The WET of the housing was taken
from the product sheet and considered in the defini-
tion of measurement depth. Prior to each measurement
series, a lateral scan was taken for the alignment of
the detector with the aperture center. This procedure
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COMMISSIONING AND VALIDATION OF RAYOCULAR 7

also allowed for a pre-irradiation with ∼10–15 Gy. The
uncertainty of the lateral placement was estimated with
0.2 mm, taking the procedure of centering and the preci-
sion of the water tank motors into account.The step-size
for lateral in- and cross-line profiles scans was 0.2 mm
in the penumbra region and 0.3 mm elsewhere. Pro-
files were acquired with the detector at isocenter plane
in the middle of the full-plateau SOBP. Hence, the posi-
tion of the water-phantom surface was different in each
wheel. The field was collimated by a 20 mm × 20 mm
and 10 mm × 10 mm aperture.

In total, 152 depth and 28 lateral profiles were
acquired.

2.3.3 Beam data for evaluation

Besides the depth–dose and lateral profiles acquired for
the commissioning (Section 2.3.2), more profiles were
acquired, including lateral profiles at other depths and
free in air for some wheel/stop-block combinations. Lat-
eral profiles were acquired as described in Section 2.3.2
for various circular apertures with diameters of 3, 5,
10, 15, 20, and 30 mm. These measurements were per-
formed with the phantom surface at isocenter and a field
with R = 25 mm, M = 20 mm (R25M20). The fields with
circular opening were also used to determine the output-
factor relative to a 20 mm × 20 mm field in the middle of
the SOBP for R25M20 and R10M11.

Additionally,dose was measured behind three wedges
and compared to the calculations. Lateral as well as
depth–dose curves were measured for the three avail-
able wedges (see Section 2.3.1) with the microSilicon
detector.Depth–dose curves were measured behind the
wedge in the center of a 20 mm × 20 mm aperture,
with the thin edge of the wedge shifted by −5 mm,
that is, the wedge was covering the central axis. Lat-
eral profiles were taken in two depths d: d = R − 2/3M
and d = R − M/3. Three different range and modula-
tion combinations were tested,that is,R10M10,R25M25,
R35M35, to cover expected extreme wheel/stop-block
combinations utilizing a wedge. The phantom surface
was positioned at isocenter for all measurements. The
dose calculations with wedges were based on an eval-
uation version of RayOcular 10B as support for proton
wedges was not yet clinically released at the time of the
study (expected in RayStation 12A release).

All measured profiles were compared to the cal-
culations of the TPS in terms of a 1D gamma-test
implemented in GNU Octave (version 5.2),21,22 using
a threshold dose of 5% and with global normalization.
The measured profiles were normalized to the center of
the profiles. Lateral profiles were further centered prior
to analysis, using the center between the 50% points
of the normalized profile. All calculations in RayOcular
were performed on an isotropic dose grid with 0.2 mm
resolution.

The PBA in RayOcular does not calculate the monitor
units (MUs) for a prescribed dose. Hence, each treat-
ment field (wheel/stop-block combination) needs to be
calibrated by other means, for example,by an MU model
as described by Slopsema et al.16 The comparisons
in this work were all made on relative dose distribu-
tions, except for the output-factor comparisons where a
constant number of MU was applied for each aperture
diameter.

2.3.4 Evaluation passing criteria

The clinical requirements for OPT are not clearly defined
in literature. A 2% dose threshold was motivated by
AAPM TG 157,23 where a 2%/2 mm is recommended for
relative profiles. Note, that AAPM TG 157 does not pro-
vide further information about thresholds,normalization,
and acceptable pass-rates. The 2 mm distance-to-
agreement (DTA) criterion is considered too large for
ocular treatment, where tighter margins for the model
agreement are expected.12 The DTA of 0.3 mm was
considered appropriate and is in-line with the RayOc-
ular reference manual, stating validation criteria of 95%
passing a gamma-test with 3%/0.3 mm and 98% with
5%/0.5 mm and an agreement of lateral/distal penum-
bra (80/20%) within 0.3 mm.17 A determination of range
for one of the wheel/stop-block combinations in the IBA
system at WPE reveals a slight drift of ±0.3 mm over a
period of 6 months. The derived quality assurance pro-
cedure at WPE for individual patient plans considers a
0.5 mm DTA threshold.

3 RESULTS

3.1 Validation of eye modeling

3.1.1 Representation of the eye model in
X-ray images

Figure 3 shows an example of matching the model clips
to the X-ray images of the ball-phantom in Figure 1a
within the RayOcular setup workspace. The determined
residuals for all clips were on average 0.25 mm with the
single clips showing a deviation of up to 0.3 mm. The
remaining deviation includes the uncertainty of the man-
ual search for best apparent eye position and angles,but
also the localization of model clips within the CT of the
phantom. The Tantalum clips exhibit severe reconstruc-
tion artifacts (Figure 3b) whose centers of gravity are
expected to represent the clips’ centers. The agreement
of clip-to-clip distances measured with a caliper and cal-
culated by RayOcular based on the localization in the CT
ranged between 0.1 and 0.3 mm.

The 24 X-ray images for different orientations of the
3D-printed phantom shown in Figure 1b were used for
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8 COMMISSIONING AND VALIDATION OF RAYOCULAR

F IGURE 3 (a) Orthogonal X-ray image pair of ball-phantom in Figure 1a after matching the model clips. The colored circles are the model
clips as resulting from a localization within the computed tomography (CT) of the ball-phantom. The blue cross-hair indicates the imaging
isocenter per image. (b) CT of the phantom showing the model structures as well as the clip artifacts at the lower bottom.

TABLE 1 Residual deviation between the four fiducial centers
and model clips for different nominal gaze angles of phantom in
Figure 1b, determined in the two X-ray images

Gaze angle Marker position residuals/mm
Polar/◦ Azimuthal/◦ Average Min Max

30 0 0.25 0.21 0.33

30 270 0.31 0.25 0.38

24.8 141.9 0.31 0.23 0.40

41.4 135 0.29 0.15 0.36

24.8 321.9 0.25 0.18 0.38

45.9 100.2 0.24 0.15 0.35

40 0 0.21 0.10 0.40

45 90 0.23 0.10 0.50

the clip matching in RayOcular.The matching procedure
included adjustments of the polar/azimuthal and twist
angles from the calculated angles achieved with the
indexing. The difference between nominal and appar-
ent gaze angles was below 1◦ on average and never
larger than 3◦. The resulting mean residual deviation of
the four fiducials for all 24 orientations was 0.26 mm with
a maximum deviation of 0.5 mm for a single clip.Table 1
summarizes the results.

3.1.2 Handling of funduscopy images

Figure 4a shows the registered funduscopy image of
the Fundus phantom (Figure 2) in the RayOcular fun-
dus view. Figure 4b summarizes the deviations between
measured and fundus view obtained distances between
the horizontal and vertical landmarks on the inner
surface of the phantom and the posterior pole.The devi-
ation is depicted as a function of angle between the
posterior pole and the center of the observed hole. A
maximum deviation of ∼0.8 mm occurred for one of the
landmarks, whereas the average was <0.2 mm.

Figure 4b also shows that the deviation is very similar
for the two projection types: polar and camera. A lin-
ear fit to the deviations determined show a dependence
on the distance from posterior pole, that is, toward the
anterior regions in the fundus view. For both projection
modes, the landmark-to-landmark distances deviated by
not more than 0.1 mm from the nominal value of 2 mm
as printed in the phantom surface.

3.2 Dosimetric validation

3.2.1 Depth–dose curves and lateral
profiles

All of the 152 depth–dose curves that were used in
the beam modeling showed a pass-rate of 100% for a
gamma-test with 1%/0.3 mm. The range agreed within
0.1 mm, and the distal penumbra between 90% and
10% matched within less than 0.1 mm. Figure 5a shows
the measured and calculated depth–dose curves for
six setups at beam modeling conditions with nominal
ranges R from 1.0 to 3.2 cm. Noticeably, the dose inflec-
tions in the distal part of the SOBP are well reproduced
by the PBA. Figure 5b shows examples of SOBPs with
different modulations within a single range-modulator
wheel (#2), with a range span of 2.4–2.7 cm. The SOBP
for the lowest range in this wheel is shown, and a small
difference in the slope of the SOBP plateau can be
observed. This is explained by the fact that the PBA in
RayOcular considers the lower range by a WET shift of
the curve at maximum range. However, given the rather
limited available range intervals per wheel in the IBA
system, the omission of slope change leads to local
deviations <1%, and thus the gamma-pass-rate is still
100% for all measured curves.

All 28 in- and cross-line lateral profiles for the
20 × 20 mm2 and a 10 × 10 mm2 apertures that were
used in the beam modeling were calculated in Ray-
Ocular with gamma-pass-rates >90% (1%/0.3 mm),
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COMMISSIONING AND VALIDATION OF RAYOCULAR 9

F IGURE 4 (a) Funduscopy image of the eye-phantom shown in Figure 2 as registered in the RayOcular fundus view (polar mode). The
model clips are overlaid to the visible Beekley spots. (b) Deviation of the distance between the posterior pole and landmarks obtained from the
RayOcular fundus view and as measured in the phantom, plotted as a function of the eye center angle between posterior pole and landmark.
The deviations are shown with the image registered to the fundus view in both polar and camera modes as s mean value of the four directions
(symbols). The boxes represent the minimum and maximum deviations. The solid line shows a linear fit for the polar mode measurements. The
angle of 60◦ corresponds to a Euclidean distance of 11.5 mm.

F IGURE 5 Comparison between measured and modeled depth–dose curves for (a) setups at maximum range in six range-modulator
wheels and (b) for different modulations and distal ranges of the same wheel. An aperture of 20 × 20 mm was used for all fields. All dose curves
are normalized to respective spread-out Bragg peak (SOBP) center. (Profiles are scaled vertically to avoid overlap in the plot.)

>98% (2%/0.3 mm), and 100% (3%/0.3 mm). The
lateral penumbra (80%–20%) were reproduced within
<0.1 mm for all profiles. Measurements and calcula-
tions were taken at the depth of the SOBP center for all
seven range-modulator wheels with the detector placed
at isocenter.

Figure 6a shows a comparison of the R25M20 mid
SOBP cross-profiles with circular apertures of 3, 5, 10,
15,20,and 30 mm in diameter.The isocenter was placed
at phantom surface, thus differing from the commission-
ing setup. Again, pass-rates >90% (1%/0.3 mm),>98%

(2%/0.3 mm), and 100% (3%/0.3 mm) were achieved
and the difference in the lateral penumbra was within
0.1–0.2 mm, varying with field-size (see Table A1).

Figure 6b shows lateral cross-profiles of the R25M20
field with a 20 mm × 20 mm aperture, in air and at
various depths in water.The measured in air and shallow
depth profiles exhibit slightly domed shapes that are not
reproduced in the calculated profiles.As a consequence,
the 5%/0.3 mm gamma-pass-rates were only 80%–90%
for the in-air profiles for four wheel covering ranges from
10 to 35 mm (see Table A1).
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10 COMMISSIONING AND VALIDATION OF RAYOCULAR

F IGURE 6 (a) Comparison of mid-SOBP (spread-out Bragg peak) cross-profiles for circular aperture openings with diameters from 5 to
30 mm (R25M20). (b) Comparison of lateral profiles of a 20 × 20 mm2 mm field in various depths of R25M20 where the corresponding
difference plot is shown in the lower graph. (Profiles are normalized to respective center and scaled/shifted for better visibility.)

F IGURE 7 Deviation of output-factor between calculation and
measurement. The output-factor is given for circular shaped fields of
various diameters, normalized to the measurement in a 20 mm ×

20 mm field. Output-factors were obtained at mid-SOBP (spread-out
Bragg peak) for R25M20 (red markers, dashed line) and R10M11
(blue markers, solid line). Single-measurement points are connected
to guide the eyes. The dashed horizontal line indicates a ±2.5%
deviation.

3.2.2 Output-factor modeling

Figure 7 shows the deviation of calculated, relative
output-factors in two wheel/stop-block combinations
for field-sizes down to 3 mm diameter. Measurements
were based on the microSilicon detector, normalized
to a 20 mm × 20 mm field. The agreement between
calculation and measurement in terms of the output-
factor is within ±2.5% down to a 5 mm diameter. As
no aperture-scatter is modeled in RayOcular, the output-
factor is only influenced by the lateral scatter in medium

and the lateral extent of the fluence distribution for
underlying pencil beams.

3.2.3 Modeling the impact of wedges

Figure 8 shows some examples of measured and com-
puted lateral profiles for fields using wedges. The effect
of the wedge is clearly seen as a broadening of the
lateral penumbra at the thick wedge side of the profile,
a characteristic bump in the dose plateau at a position
related to the thin edge of the wedge, and a narrowing
of the field due to the pull back of the dose. In gen-
eral, Figure 8 shows that the calculations predict these
effects well.

Table 2 summarizes the results for lateral profiles and
depth–dose curves. The results for lateral profiles were
analyzed at two depths:d = R − 1/3M and d = R − 2/3M.
The larger depth shows pass-rates in the gamma-test of
>90% with 2%/0.3 mm and 100% with 3%/0.5 mm. The
gamma-pass-rates for the profiles at shallower depths
are clearly not as good, especially for 2%/0.3 mm. The
reduction in range caused by the wedges is systemat-
ically overestimated by up to 0.6 mm, which somehow
seems to be correlated with a corresponding increase
in DFO (90%–10%) of up to 0.6 mm.

4 DISCUSSION

4.1 Geometric modeling and image
handling

The deviations between modeled and visible clip posi-
tions in the X-ray images were observed to be within
0.3 mm.
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COMMISSIONING AND VALIDATION OF RAYOCULAR 11

F IGURE 8 Examples for the comparison of measured and calculated cross-profiles in a beam with wedge. (a) Illustration of relative dose
distributions in percent as modified by a wedge for selected setups in Table 2 (marked by an asterisk). (b–d) Measured and calculated lateral
cross-profiles of the three configurations in (a). All profiles are normalized to the field center. The depth was d = R − M/3 for (b and c) and
d = R − 2/3M for (d).

The deviations can be attributed to uncertainties in the
localization of model clips in the CT images,which in the
case of the Tantalum clips are strongly affected by defin-
ing the clip center in the CT-artifacts. In the investigated
phantom, the deviations between measured and mod-
eled clip-to-clip distances were up to 0.3 mm. Although
titanium was shown by Daftari et al.24 to be a reasonably
alternative, to the authors’ knowledge, only clips from
Tantalum are commercially available.

There are other conceivable sources for error here.
The matching between clip models and X-ray images
in RayOcular is accomplished by manually altering the
apparent eye center position and fixation light angles.
This process is to some degree user-dependent, but the
RayOcular system currently does not support an auto-
matic matching such as offered in EYEPLAN.3 Further,
the clip models in the 3D eye model are created as
tangential to the sclera structure.Due to the suturing pro-
cess, the clips may not be perfectly perpendicular, and
in the case of the used phantom (Figure 1a), the clips
were not necessarily glued perfectly to the ball itself. As
a result, small deviations in its shape may have influ-
enced the judgment of the best match.Hence,the overall
agreement of ∼0.3 mm considers more than just mod-

eling in RayOcular and needs to be put in perspective
of the clinical requirements in OPT. Given the current
margin concepts,a 0.5 mm setup uncertainty is deemed
appropriate12,16 and thus the determined agreement in
this study is considered acceptable.

The 3D-printed phantom (Figure 1b) was designed for
realizing well-defined, discrete orientations of the eye.
Despite this, the matching included corrections of up
to 3◦ in the three angles. This can be attributed to the
manual placement of the phantom and some imperfec-
tions in its construction.The judged agreement is further
affected by the imaging geometry in terms of SAD, SID,
and detector size. The parameters were provided by the
vendor (IBA) and are part of the beam-model. Inaccura-
cies in the measurement can translate to mismatch of
the model projections.

The registration of funduscopic images to a fundus
view is an important feature when the tumor volume
is defined in the fundus view. This process is rather
complex due to the complex relation between the fun-
duscopic image and the 3D model and by the fact that
there are few landmarks in the eye that can verify a
successful registration. Despite this, a quantitative eval-
uation of the accuracy of this registration by means of
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12 COMMISSIONING AND VALIDATION OF RAYOCULAR

TABLE 2 Summary of comparison between calculation and measurement for different setups with wedges for lateral and depth–dose
scans

Lateral profiles
Angle/◦ Range/mm Offset/mm Depth 2%/0.3 mm 3%/0.5 mm ΔLP/mm

26.3 25 0 R − 2/3M 92.0 100 −0.2

26.3 25 0 R − 1/3M 99.2 100 0.0

40.5 25 0 R − 2/3M 89.0 96.9 −0.4

40.5 25 0 R − 1/3M 97.6 100 −0.1

40.5 25 0.5 R − 2/3M 93.6 100 −0.2

40.5 25 0.5 R − 1/3M 100 100 0.0

40.5 25 −0.5 R − 2/3M 78.5 90.4 −0.4

40.5 25 −0.5 R − 1/3M 92.7 100 0.2

40.5 10 0 R − 2/3M 100 100 0.1

40.5 10 0 R − 1/3M 100 100 0.2

40.5 35 0 R − 2/3M 92.5 100 −0.2

40.5 35 0 R − 1/3M 91.5 100 0.0

56 25 0 R − 2/3M 81.6 87.7 −0.4

56 25 0 R − 1/3M 100 100 0.2

Depth profiles
Angle/◦ Range/mm Offset/mm 2%/0.3 mm ΔDFO/mm ΔR90/mm

26.3 25 −0.5 100 0.2 −0.1

40.5 25 −0.5 95.5 0.5 −0.4

40.5 10 −0.5 100 0.3 −0.1

56 25 −0.5 77.6 0.6 −0.6

Note: The results of a 1D-gamma-test as well as the difference in the lateral penumbra (80%–20%) (LP) is given for two depths, that is, d = R − 2/3M and d = R − M/3.
LP is only analyzed for the part of the profile affected by the thick end of the wedge. The results for the DD-scans provide the difference DFO and range (R90). The
results for the 3%/0.5 mm test are omitted for the DD scans as passing rate was always 100%. The offset describes the position of the thin edge of the wedge with
respect to the center of a 20 mm × 20 mm field, that is, a negative sign indicates the wedge covering the field center. The values in bold indicate the setups shown in
Figure 8b–d.
Abbreviation: DFO, distal falloff.

a phantom has, at least to the authors’ knowledge, not
been previously reported for any TPS. In this work, we
could show that RayOcular could reproduce the known
landmark distances in the fundus view within ∼0.8 mm.
The accuracy of the overlay is affected by the quality of
the funduscopic image, which depends on the camera
used, and the quantitative analysis is further limited by
the resolution of displayed distances in RayStation with
0.1 mm.

The design of the 3D-printed phantom aimed at a
realistic representation of a human eye, but it needs to
be emphasized that it has limitations. For instance, the
refraction index of a real human eye is slightly lower,
but age dependent and even variable throughout the
lens itself.20 Further, the model does not consider the
cornea/anterior chamber that has a refractive effect.
To this point, the impact on acquired fundus images is
not exactly known. Given the general variability of the
human eye, the phantom is considered an appropriate
representation.

In this study, using RayOcular, there was no differ-
ence in measured distances between the view in polar or
camera mode.Daftari et al.,on the other hand,estimated
the effect of changing between a Cartesian and spher-

ical coordinates with up 2.5 mm.4 The camera mode
may seem to represent image formation process more
appropriately; however, in RayStation, it is associated
with several free optical parameters, which are normally
not available from the manufacturer of the fundus photo
camera. The camera mode may also not be appropri-
ate when the funduscopic image is composed of several
images that have been patched together.

The quality of the tumor definition in a fundus view
is strongly impacted by the registration, especially the
scaling. This registration depends on the optic disc to
macula distance that can accurately be determined in
OCT, but also on the relative angle between those two
structures that cannot be determined by any measure-
ments. The overall deviation even for the well-registered
phantom image with <1 mm here is typically considered
in corresponding margins during the contouring process.

The phantom used in this study was designed to be
cylindrically symmetric around the central axis of the
eye. However, the deviation between modeled and mea-
sured distances in the eye shown in Figure 4 varied
among directions from distal pole in which the devia-
tions were determined.This points toward imperfections
in experimental setup, more precisely the alignment of
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COMMISSIONING AND VALIDATION OF RAYOCULAR 13

the lens and/or the phantom itself when the funduscopic
image was acquired. On the other hand, the setup and
alignment of a clinical funduscopic image of a human
eye are also not expected to be perfect in these respects,
meaning that the deviation observed in Figure 4 could
very well reflect a clinical situation and give a hint of
the associated uncertainties. It is envisioned to extend
the phantom study to more cases and different designs
for a better understanding of limitations in the imaging
and registration process of funduscopy. More research
is required to fully exploit the limitations in the fun-
duscopy registration and the concept of the 3D-printed
eye-phantom is considered a reasonable approach.

4.2 Dosimetric evaluation

The agreement between computed and measured
doses was in general very good and well within the
defined tolerances. This was true for depth–doses and
lateral profiles of open fields but with some degradation
for fields that employ a wedge. The exception con-
cerned the in-air and shallow lateral profiles (Figure 6b).
Here, a kind of dome-shape in the measured profiles
was not accurately reproduced in the computed profiles,
leading to a lower passing rate and even affecting the
lateral penumbra width. This effect can be explained
by the design of the IBA single scattering nozzle, as
described by Slopsema et al.16 Preliminary Monte Carlo
calculations show that protons are scattered in the
range-verifier system in the nozzle, which leads to the
creation of lower energy protons with mean energy of
20 MeV, which are unevenly laterally distributed over
the treatment field. This cannot be reproduced in the
dose calculation as RayOcular assumes a laterally flat
field upstream of the aperture and considers the angu-
lar confusion to be depth-independent. In this context,
we point out that the measured and calculated profiles
shown in Figure 6 are normalized at the center point of
each profile. In terms of absolute dose, it appears more
likely that the measured profiles would exhibit a relatively
higher dose at the center, whereas the computed and
measured profiles would match better around the profile
shoulders.

In Figure 8d, a discrepancy between calculated and
measured dose in the left part of the high dose region
can be seen.The underlying reason for this discrepancy
is currently not known, although it seems reasonable to
think that it is related to the same effect that led to the
dome-shaped profiles seen in Figure 6b. The dose dis-
crepancy disappeared at greater depths (=R − M/3) for
the same field (not shown). The slightly worse agree-
ments between calculation and measurement for the
setups with wedges need to be put in perspective.
Besides the previously mentioned limitation in repro-
ducing the initial scatter, the depth–dose measurement
in the laterally varying dose distribution is strongly

affected by position uncertainties. For instance, the 56◦

wedge creates a gradient with a roughly 1:2 relationship
between lateral position and distal range, that is, an off-
set of 0.1 mm in lateral position translates to a change
of 0.2 mm in distal range. It is also worth noting that the
wedge-induced excess dose and significant broadening
of lateral penumbra seen in this study are completely
ignored in the dose calculation algorithms of the other
currently used OPT TPSs.

The agreement in the output-factor is considered suf-
ficient with ±1% at 10 mm field diameter and ±2.5% at
5 mm. Clinically, a target diameter <5 mm can be con-
sidered impossible as long as a 2.5 mm lateral margin
is used. The deviations further need to be viewed in the
context of the measurement uncertainty for such small
fields with sharp gradients where a slight positioning
uncertainty has a correspondingly high influence on the
measured signal.25 It should also be remembered that
RayStation does not provide absolute output for passive
fields,which means that the observed correctness of the
RayStation “output-factor”should be viewed as a conve-
nience, or as a secondary output check in the external
determination of field-specific MUs.

5 CONCLUSION

The RayOcular module was validated for clinical use
with the IBA OPT dedicated fixed beam delivery system
of the West German Proton Therapy Centre in Essen,
Germany.

The accuracy of the clip positions in the RayOcular 3D
model as determined from CT scans of eye-phantoms
was found to be satisfactory when comparing projec-
tions of the clip models to the visible clips of the
phantoms in imported orthogonal X-ray images. The
agreement between modeled and imaged clips was
∼0.3 mm.

A funduscopic image of a 3D-printed eye-phantom,
including a realistic lens, was registered in the Ray-
Ocular fundus view, and Euclidian distances between
landmarks seen in the photo were measured in the fun-
dus view. The fundus view measured distances were
found to be within 1 mm from the known values, where
the largest discrepancies were found in the most ante-
rior landmarks (60◦ polar angle from the posterior pole).
Results depend on registration accuracy that, in a clin-
ical setting, is mainly affected by the physiological
distance between macula and optic disc.

A grand majority of the calculated depth–dose curves
and lateral profiles at various ranges,modulations,aper-
ture openings depths, including the use of wedges,
exhibits a gamma-pass-rate (2%/0.3 mm) greater than
90% when compared to measurements. Furthermore,
the calculated range of the lateral as well as the dis-
tal penumbra widths is within 0.2 mm to the measured
ones for most investigated cases.However, the impact of
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14 COMMISSIONING AND VALIDATION OF RAYOCULAR

scatter in the range verifier in the IBA nozzle is not
modeled in the TPS, and thus for shallower depths
the discrepancy between measurement and calculation
increases due to the resulting non-flat profiles.

The impact of wedges is represented by the pencil-
beam-based dose algorithm of RayOcular. The wedge-
induced penumbra broadening, reduction in range, and
the excess dose seen in the measurements are accu-
rately reproduced in the calculations. This is a major
improvement compared to the currently used OPT TPSs
where the excess scattering of the beam in the wedge
is not explicitly considered leading to a significant under-
estimation of the lateral penumbra on the thick wedge
side of the field.As wedges are often used to spare optic
disc and/or macula, an accurate calculation of applied
dose to those organs-at-risk is obviously important for
individual treatment planning as well as investigation of
outcome for a large cohort of patients.
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APPENDIX

TABLE A1 Comparison between measurements and calculation for lateral profiles in different setups

Isocenter at middle of SOBP/measurement depth = middle of SOBP
Range/modulation Aperture (mm2) 1%/0.3 mm 2%/0.3 mm ΔLP/mm

R35M19.8 10 × 10 100.0 100.0 100.0 100.0 ≤0.1 ≤0.1

20 × 20 90.0 90.8 100.0 99.6 ≤0.1 ≤0.1

R32M19.8 10 × 10 100.0 100.0 100.0 100.0 ≤0.1 ≤0.1

20 × 20 90.3 91.9 98.3 100.0 ≤0.1 ≤0.1

R27M19.9 10 × 10 100.0 100.0 100.0 100.0 ≤0.1 ≤0.1

20 × 20 92.4 91.9 100.0 99.6 ≤0.1 ≤0.1

R24M20.56 10 × 10 100.0 100.0 100.0 100.0 ≤0.1 ≤0.1

20 × 20 90.7 93.6 95.8 100.0 ≤0.1 ≤0.1

R19M20 10 × 10 100.0 100.0 100.0 100.0 ≤0.1 ≤0.1

20 × 20 92.4 95.3 98.3 100.0 ≤0.1 ≤0.1

R15M16 10 × 10 100.0 100.0 100.0 100.0 ≤0.1 ≤0.1

20 × 20 93.7 94.1 98.7 100.0 ≤0.1 ≤0.1

R10M11 10 × 10 100.0 100.0 100.0 100.0 ≤0.1 ≤0.1

20 × 20 91.2 94.5 99.2 100.0 ≤0.1 ≤0.1

Isocenter at phantom surface/measurement depth = middle of SOBP
Range/modulation Aperture 1%/0.3 mm 2%/0.3 mm ΔLP/mm

R25M20 d = 30 mm 97.4 94.8 100.0 100.0 0.1 0.1

d = 20 mm 97.5 90.3 100.0 99.6 0.1 0.1

d = 15 mm 95.7 87.0 100.0 98.9 0.1 0.1

d = 10 mm 100 100.0 100.0 100.0 0.2 0.1

d = 5 mm 100 100.0 100.0 100.0 0.2 0.1

d = 3 mm 100 100.0 100.0 100.0 0.1 0.1

20 × 20 mm2 91.3 95.9 100.0 100.0 0.1 0.2

Measurement free-air at isocenter
Range/modulation Aperture 3%/0.3 mm 5%/0.3 mm ΔLP/mm

R35M35 20 × 20 mm2 66.2 66.9 79.3 78.2 −0.2 −0.2

R24M25 71.6 70.6 86.0 84.7 −0.3 −0.2

R19M20 69.9 72.1 84.8 85.8 −0.3 −0.3

R10M11 74.5 74.4 89.4 91.7 −0.4 −0.3

Note: The results of a 1D-gamma-test is shown in the x- and y-direction. The difference in the lateral penumbra (80%–20%) (LP) is given as maximum of both
directions.
Abbreviation: SOBP, spread-out Bragg peak.
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